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Abstract We explore the existence of uniformly continuous sections for quotient
maps. Using this approach we are able to give a number of new examples in the the-
ory of the uniform structure of Banach spaces. We show for example that there are
two non-isomorphic separable L1-subspaces of �1 which are uniformly homeomor-
phic. We also prove the existence of two coarsely homeomorphic Banach spaces (i.e.
with Lipschitz isomorphic nets) which are not uniformly homeomorphic (answering a
question of Johnson, Lindenstrauss and Schechtman). We construct a closed subspace
of L1 whose unit ball is not an absolute uniform retract (answering a question of the
author).

1 Introduction

It was first proved by Ribe [43] that there exist separable Banach spaces which are
uniformly homeomorphic without being linearly isomorphic. Ribe’s construction is
quite delicate and his technique has been used in subsequent papers by Aharoni and
Lindenstrauss [1] and Johnson, Lindenstrauss and Schechtman [16] to create many
interesting examples (see [3]).

In [22] we took an alternate approach, using what we will term the method of sec-
tions. The basic idea is that if S = 0 → Z → Y → X → 0 is a short exact sequence
of Banach spaces such that there is a uniformly continuous section ϕ : X → Y then
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1248 N. J. Kalton

Z ⊕ X and Y are uniformly homeomorphic. Indeed the mapψ(z, x) = z+ϕ(x) has an
inverseψ−1(y) = (y−ϕ◦ Qy, Qy)where Q : Y → X is the quotient map. In [22] we
used this to show that for every separable Banach space X there is a separable Banach
space Z so that X ⊕ Z is uniformly homeomorphic to a Schur space. In this paper we
will explore the method of sections in more generality to give some interesting new
examples.

Let us now describe the content of the paper. Sections 2 and 3 are preparatory. In
Sect. 4 we examine in more detail some ideas initially introduced in [22]. We say that a
metric space M is approximable if there is an equi-uniformly continuous family F of
functions f : M → M each with relatively compact range so that for every compact
set K ⊂ M and ε > 0 we can find f ∈ F with d( f (x), x) < ε for every x ∈ K .
This may be regarded as a nonlinear version (in the uniform category) of the bounded
approximation property (BAP) for Banach spaces. In [22] it was shown that if X is
super-reflexive then its unit ball BX is approximable and it was asked if BX is approxi-
mable for every Banach space. Here we prove much more general results and examine
the conditions under which a Banach space X is approximable (which implies that BX

is also approximable). It is shown that every separable Banach space with separable
dual is automatically approximable and indeed we do not know whether every Banach
space is approximable (this is closely related to some unsolved problems related to
the linear approximation property [4]). Based on this we give a simple example of two
subspaces of c0 which are uniformly homeomorphic but not linearly isomorphic. We
also show that if a separable Banach space X is approximable then X ⊕ UB and UB
are uniformly homeomorphic where U B is Pełczyński’s universal basis space [41].
We also show that every subspace of a Banach space with a shrinking (UFDD) is iso-
morphic to a complemented subspace of a separable Banach space which is uniformly
homeomorphic to a space with a (UFDD).

In Sect. 5, we use these ideas to show that if X is a subspace of a space with shrinking
(UFDD) then there is a uniformly continuous retraction of X∗∗ onto X . We remark
that Benyamini and Lindenstrauss [3, p. 180] raise the question whether for every
Banach space there is a Lipschitz retraction of X∗∗ onto X . See also the discussion of
this problem and its connection with extension problems in [25]. Recently the author
was able to give a counterexample to this problem [26]; indeed there is a Banach
space X so that there is no uniformly continuous retraction of the unit ball BX∗∗ onto
BX . However this counterexample is non-separable and the problem remains open for
separable Banach spaces.

In Sect. 6, we rework some results on so-called good partitions, introduced in [22];
this material is not so new but our approach is cleaner than the original. These allow
us to give general conditions under which, given the short exact sequence S, there is a
section ϕ which is locally uniformly continuous. We require that S locally splits, i.e.
the dual sequence 0 → X∗ → Y ∗ → Z∗ → 0 splits, X is approximable and has a
good partition.

In Sect. 7, we develop some criteria for the existence of uniformly continuous sec-
tions ϕ (and also coarsely continuous sections). These are finally applied in Sect. 8
where we use a simple device to pass from a short exact sequence S where a locally
uniformly continuous section exists to a short exact sequence S̃ where a global uni-
formly continuous section exists. Applying this to various choices of S gives a number
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The uniform structure of Banach spaces 1249

of examples. We show that there are two uniformly homeomorphic but not linearly
isomorphic L1-spaces (one is a Schur space and the other contains L1). A similar
example can be created with both spaces embeddable in �1. We show the existence
of two coarsely homeomorphic spaces (i.e. with Lipschitz equivalent nets) which are
not uniformly homeomorphic, answering a question of Johnson, Lindenstrauss and
Schechtman [16]. We also find a closed subspace Z of L1 with the property that there
is a Lipschitz map defined on a subset of a Hilbert space into Z which has no uniformly
continuous extension into Z ; this almost answers a question of Ball [2]. The unit ball
of Z is thus not an absolute uniform retract (AUR) answering a question in [22] (note
if X is a subspace of L p for p > 1 then BX is necessarily an AUR).

In fact the ideas of this paper can be combined with the Ribe approach to yield
further interesting examples, but we postpone this to a separate paper [27].

We would like to thank Daniel Fresen for his many suggestions to improve the text
of this paper.

2 Preliminaries from linear Banach space theory

Our notation for Banach spaces is fairly standard (see e.g. [33]). All Banach spaces
will be real. If X is a Banach space BX denotes its closed unit ball and ∂BX the unit
sphere {x : ‖x‖ = 1}.

We recall that a separable Banach space X has the BAP if there is a sequence of
finite-rank operators Tn : X → X such that limn→∞ Tn x = x for every x ∈ X. X
has the metric approximation property (MAP) if we can also impose the condition that
‖Tn‖ ≤ 1 for all n. If X∗ is separable and, additionally, limn→∞ T ∗

n x∗ = x∗ for every
x∗ ∈ X∗, we say that X has shrinking (BAP) or (MAP). X has a finite-dimensional
decomposition (FDD) if there is a sequence of finite-rank operators Pn : X → X
such that Pm Pn = 0 when m �= n and x = ∑∞

n=1 Pn x for every x ∈ X. If each
Pn has rank one then X has a basis. The (FDD) is called shrinking if we also have
x∗ = ∑∞

n=1 P∗
n x∗ for every x∗ ∈ X∗. If, in addition x = ∑∞

n=1 Pn x uncondition-
ally for every x ∈ X then X has an unconditional finite-dimensional decomposition
(UFDD). Finally if ‖∑n

k=1 ηk Pk‖ ≤ 1 for every n ∈ N and ηk = ±1 for 1 ≤ k ≤ n
then we say that X has a 1-(UFDD).

It is a remarkable result of Pełczyński [41] that there is a unique separable Banach
space UB (the universal basis space) with (BAP) and the property that every sepa-
rable Banach space with (BAP) is isomorphic to a complemented subspace of UB;
UB has a basis (xn)

∞
n=1 with the property that every basic sequence is equivalent to a

(complemented) subsequence of (xn)
∞
n=1.

Let (ε j )
∞
j=1 denote a sequence of independent Rademachers (i.e. independent ran-

dom variables with P(ε j = 1) = P(ε j = −1) = 1/2). X is said to have (Rademacher)
type p where 1 < p ≤ 2 if there is a constant C so that

⎛

⎝E‖
n∑

j=1

ε j x j‖p

⎞

⎠

1
p

≤ C

⎛

⎝
n∑

j=1

‖x j‖p

⎞

⎠

1
p

, x1, . . . , xn ∈ X.
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1250 N. J. Kalton

We shall need the concept of asymptotic uniform smoothness. Let X be a separable
Banach space. We define the modulus of asymptotic uniform smoothness (introduced
by Milman [36]) ρ(t) = ρX (t) by

ρ(t) = sup
x∈∂BX

inf
E

sup{‖x + t y‖ − 1 : y ∈ ∂BE }

where E runs through all closed subspaces of finite codimension.
As shown in [15] if ρ(t) < t for some 0 < t ≤ 1 then X∗ is separable. On the

other hand if ρ(t) = 0 for some t > 0 then X is isomorphic to a subspace of c0 (see
[11,15]). We say that X is asymptotically uniformly smooth if limt→0 ρ(t)/t = 0.
If X is asymptotically uniformly smooth then we have an estimate that ρ(t) ≤ Ctθ

for some 0 < θ < 1 (see [12,28]). We then say that X is asymptotically uniformly
smooth with power type θ.

We will need the following proposition:

Proposition 2.1 Let X be an asymptotically uniformly smooth Banach space.
Suppose (xn)

∞
n=1 is a normalized weakly null sequence in X. Then there is a subse-

quence (xn)n∈M so that for any k there exists r ∈ M so that if r < n1 < n2 < · · · < nk

with n j ∈ M for each j we have

‖xn1 + · · · + xnk ‖ ≤ 8(ρ−1(k−1))−1.

Proof Using standard Ramsey theory we can pass to a subsequence defining a spread-
ing model S; thus we assume that

lim
(n1,...,nm )→∞

∥
∥
∥
∥
∥
∥

m∑

j=1

a j xn j

∥
∥
∥
∥
∥
∥

=
∥
∥
∥
∥
∥
∥

m∑

j=1

a j e j

∥
∥
∥
∥
∥
∥

S

exists for all finite scalar sequences (a1, . . . , am) and defines a seminorm on c00. By
this notation we mean that for any ε > 0 and (a1, . . . , am) there exists q so that if
q < n1 < n2 < · · · < nm then

∣
∣
∣
∣
∣
∣

∥
∥
∥
∥
∥
∥

m∑

j=1

a j xn j

∥
∥
∥
∥
∥
∥

−
∥
∥
∥
∥
∥
∥

m∑

j=1

a j e j

∥
∥
∥
∥
∥
∥

S

∣
∣
∣
∣
∣
∣
< ε.

Let σk = ‖e1 + · · · + ek‖S . Then

∥
∥
∥
∥

1

3
σke1 + e2 + · · · + ek+1

∥
∥
∥
∥

S
≥ 2

3
σk

and
∥
∥
∥
∥

1

3
σke1 + e2 + · · · + ek+1

∥
∥
∥
∥

S
≤ 1

3
σk(1 + ρ(3/σk))

k .
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The uniform structure of Banach spaces 1251

Hence

kρ(3/σk) ≥ log 2 ≥ 1/2

and thus σk ≤ 6(ρ−1(1/k))−1. The result then follows. �
We will also use the language of short exact sequences. If Q : Y → X is a quotient

map then Q induces a short exact sequence S = 0 → E → Y → X → 0, where E =
ker Q. Then S (or Q) splits if there is a projection P : Y → E or equivalently a linear
operator L : X → Y so that QL = I dX . S (or Q) locally splits if the dual sequence
0 → X∗ → Y ∗ → E∗ → 0 splits, or equivalently, if there is a constant λ ≥ 1 so that
for every finite-dimensional subspace F of X there is a linear operator L F : F → Y
with ‖L F‖ ≤ λ and QL F = I dF .An alternative formulation is that E is locally com-
plemented in Y , i.e. there exists a linear operator L : Y → E∗∗ such that L|E = I dE .

We shall frequently deal with �1-sums of a sequence of Banach spaces (Xn)
∞
n=1.

We denote by (
∑∞

n=1 Xn)�1 the space of sequences (xn)
∞
n=1 with xn ∈ Xn and

‖(xn)
∞
n=1‖ =

∞∑

n=1

‖xn‖ < ∞.

In the special case when Xn = X is a constant sequence we will write �1(X) =
(
∑∞

n=1 X)�1 . Let us now recall in particular the space C1 introduced by Johnson
[13] and later studied by Johnson and Zippin [19,20]. Let (Gn)

∞
n=1 be a sequence of

finite-dimensional Banach spaces dense in all finite-dimensional Banach spaces for
the Banach–Mazur distance. Then we define C1 = (

∑∞
n=1 Gn)�1; this space is unique

up to almost isometry.
A Banach space X is called an L1-space if there is some λ so that for any finite-

dimensional subspace F ⊂ X there is a finite-dimensional subspace G ⊂ X containing
F with d(G, �n

1) ≤ λ where n = dim G. If X is separable this is equivalent to the fact
that X∗ is isomorphic to �∞. If we have a short exact sequence S = 0 → E → Y →
X → 0 and X is a L1-space then S always locally splits.

For any separable Banach space X there is a quotient map Q : �1 → X and hence a
short exact sequence 0 → E → �1 → X → 0.A fundamental result of Lindenstrauss
and Rosenthal [32] asserts that, except in the trivial case X ≈ �1, up to an automor-
phism of �1, this quotient map and the corresponding short exact sequence is unique.
Thus we have a well-defined map X → κ(X) (up to isomorphism) which assigns to
X a Banach space κ(X) which is isomorphic to a subspace of �1, via the definition
κ(X) = E = ker Q. We let κ(�1) = �1. The map X → κ(X) is not injective. If X is
a L1-space then κ(X) is also a L1-space. Lindenstrauss [30] showed that the map κ is
injective on the class of separable infinite-dimensional L1-spaces, i.e. if X and Y are
L1-spaces and κ(X) ≈ κ(Y ) then X ≈ Y.

Let us conclude the section with a result we will need later:

Proposition 2.2 Let X be a separable infinite-dimensional L1-space. Then the
following are equivalent:

(i) X is isomorphic to (
∑∞

n=1 Xn)�1 where each Xn is isomorphic to �1.
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1252 N. J. Kalton

(ii) κ(X) is isomorphic to (
∑∞

n=1 Yn)�1 where each Yn is isomorphic to �1.

Remark Let us remark that Johnson and Lindenstrauss used spaces of this type to
show the existence of a continuum of L1-spaces in [14].

Proof If (i) holds we define a quotient map Qn : �1 → Xn and induce a quotient
Q : �1(�1) → X via Q((ξn)

∞
n=1) = (Qnξn)

∞
n=1. Then it is clear that κ(X) is isomor-

phic to ker Q and hence to (
∑∞

n=1 ker Qn)�1 .

Conversely if (ii) holds, then we may regard each Yn as a subspace ofκ(X) = ker Q0
where Q0 is a quotient map from �1 onto X. Let Qn : �1 → Xn = �1/Yn be the
induced quotient maps and consider the quotient map Q : �1(�1) → (

∑∞
n=1 Xn)�1 .

Then ker Q is linearly isomorphic to κ(X). Further the spaces Yn are uniformly com-
plemented in κ(X) and hence are uniformly locally complemented in �1, i.e. there
exists a λ < ∞ and operators Ln : �1 → Y ∗∗

n with Ln|Yn = I dYn and ‖Ln‖ ≤ λ. Thus
ker Q is locally complemented in �1(�1) and hence (

∑∞
n=1 Xn)�1 is a L1-space. By the

uniqueness result of Lindenstrauss [30] we then have (
∑∞

n=1 Xn)�1 ≈ X. To conclude
we note that if each Yn is isomorphic to �1, then local complementation together with
the fact that Yn is complemented in Y ∗∗

n gives that Yn is complemented in �1 (though
not necessarily with a uniform constant). Thus each Xn is isomorphic to �1. �

3 Preliminaries from nonlinear theory

We refer to [3,25] for background on nonlinear theory.
Let (M, d) and (M ′, d ′) be metric spaces. If f : M → M ′ is any mapping we

define ω f : [0,∞) → [0,∞] by

ω( f ; t) = ω f (t) := sup{d ′( f (x), f (y)); d(x, y) ≤ t}.

f is Lipschitz ifω f (t) ≤ ct for some constant c and contractive if c ≤ 1. f is said to be
uniformly continuous if limt→0 ω f (t) = 0 and coarsely continuous if ω f (t) < ∞ for
every t > 0.We also say that f is coarse Lipschitz if for some t0 > 0 (or, equivalently,
every t0 > 0) there is a constant c = c(t0) so that

ω f (t) ≤ ct, t ≥ t0.

This is equivalent to the requirement that for some constants c and a we have

ω f (t) ≤ ct + a, 0 < t < ∞.

The notions of coarsely continuous and coarse Lipschitz maps are only nontrivial if
and only if the metric d ′ on M ′ is unbounded. See for example [25].

It will be useful to track the constants for a coarse Lipschitz map. We will say that
a map f : M → M ′ is of CL-type (L , ε) if we have an estimate

ω f (t) ≤ Lt + ε, t ≥ 0.
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The uniform structure of Banach spaces 1253

We say that a map f : M → M ′ is a uniform homeomorphism if f is a bijec-
tion and f and f −1 are both uniformly continuous. A bijection f : M → M ′ is a
coarse homeomorphism if and only if f and f −1 are coarsely continuous. A bijection
f : M → M ′ is a coarse Lipschitz homeomorphism if and only if f and f −1 are
coarse Lipschitz. In this case we say that f is a CL-homeomorphism of type (L , ε) if
both f and f −1 are of CL-type (L , ε).

M is said to be metrically convex if given x, y ∈ M and 0 < λ < 1 there exists
z ∈ M with d(x, z)+ d(z, y) = d(x, y) and d(x, z) = λd(x, y). Any convex subset
of a Banach space is metrically convex. If M is metrically convex and f : M → M ′
is any map then ω f is subadditive, i.e.

ω f (s + t) ≤ ω f (s)+ ω f (t), s, t ≥ 0.

In particular, if M is metrically convex and f is coarsely continuous then f is
coarse Lipschitz. We will refer to a subadditive map ω : [0,∞) → [0,∞) with
limt→0 ω(t) = 0 as a gauge.

If X and Y are Banach spaces these considerations lead to the fact if f : X → Y is
a uniform homeomorphism or a coarse homeomorphism then f is a coarse Lipschitz
homeomorphism [25]. If X is any Banach space we define a net NX in X to be any
subset such that for some 0 < a < b < ∞ we have

‖x1 − x2‖ ≥ a, x1, x2 ∈ NX , x1 �= x2

and

d(x, NX ) ≤ b, x ∈ X.

We then refer to NX as an (a, b)-net. In every separable Banach space one may find a
net which is actually an additive subgroup of X (Theorem 5.5 of [7]). It was shown by
Lindenstrauss, Matouskova and Preiss [31] that, if X is infinite-dimensional, any two
nets in X are Lipschitz isomorphic. It is trivial to check that if X and Y are coarsely
homeomorphic if and only if X and Y have Lipschitz isomorphic nets. It may also be
easily verified that if X and Y are separable infinite-dimensional Banach spaces then
they are coarse Lipschitz isomorphic if and only if they have Lipschitz isomorphic
nets.

If M is a metric space and E is a subset of M then a retraction r : M → E
is a map such that r |E = I dE . r is a Lipschitz (respectively uniform, respectively
coarse) retraction if r is Lipschitz (respectively uniformly continuous, respectively
coarsely continuous). A metric space M ′ is a called a Lipschitz (respectively uniform,
respectively coarse) retract of M if it is Lipschitz isomorphic (respectively uniformly
homeomorphic, respectively coarsely homeomorphic) to a subset E of M on which
there is a Lipschitz (respectively uniformly continuous, respectively coarsely contin-
uous) retraction from M .

A metric space (M, d) is called an absolute Lipschitz retract (ALR) if whenever
M is isometrically embedded in a metric space M ′ there is a Lipschitz retraction
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1254 N. J. Kalton

r : M ′ → M . M is called a 1-ALR if r can be chosen to be contractive; more gen-
erally M is a λ-ALR if r can be chosen with Lipschitz constant at most λ. (M, d) is
called an AUR if whenever M is isometrically embedded in a metric space M ′ there
is a uniformly continuous retraction r : M ′ → M .

If ω is a fixed gauge we say that M ∈ AR(ω) if whenever M ′ is a metric space,
E is a subset of M ′ and f0 : E → M is a contractive map then f0 has an extension
f : M ′ → M with

ω f (t) ≤ ω(t), 0 < t < ∞.

Lemma 3.1 If M is an AUR there is a gauge ω so that M ∈ AR(ω).

Proof We may embed M isometrically in the Banach space �∞(I ) for some set I. Of
course �∞(I ) is a 1-ALR. By assumption there is a uniformly continuous retraction
r : �∞(I ) → M. Then ωr is a gauge. Now if M ′ is another metric space, E is a
subset of M ′ and f0 : E → M is any contractive map, then there is a contractive map
φ : M ′ → �∞(I ) extending f0. Let f = r ◦ φ and then ω f ≤ ωr . �
Lemma 3.2 Suppose ω is a gauge and M ∈ AR(ω). Suppose M ′ is a metric space, E
is a subset of M ′ and f0 : E → M is a uniformly continuous map. If ω′ is any gauge
such that ω f0 ≤ ω′ then there is an extension f : M ′ → M of f0 with ω f ≤ ω ◦ ω′.

Proof Consider M ′ with the metric ω′ ◦d ′. Then f0 : (E, ω′ ◦d ′) → M is contractive
and using the definition we get an extension with the required properties. �

We will be most interested in the case when M = BX is the closed unit ball of
a Banach space X . As we have already noticed, the space �∞(I ) is a 1-ALR and
the same is true for its unit ball. c0 and Bc0 are 2-ALR’s; in fact if K is compact
metric C(K ) and BC(K ) are both 2-ALR’s [24,29]. On the other hand BX is an AUR
whenever X is uniformly convex; this result goes back to [29] (see also [3, p. 28]). In
fact B�2 ∈ AR(ω)whereω(t) = √

2t by a result of Minty [38] (see [3, p. 21]). If X is a
Banach space with an unconditional basis and nontrivial cotype then BX is uniformly
homeomorphic to B�2 and hence is also an AUR by a result of Odell and Schlumprecht
[40]. A similar result holds for X a separable Banach lattice with cotype [5].

If M has a base point (labelled 0), we refer to M as a pointed metric space and we
define Lip(M) as the Banach space of all real-valued Lipschitz maps f : M → R

such that f (0) = 0 with the usual norm,

‖ f ‖Lip = sup

{ | f (x)− f (x ′)|
d(x, x ′)

: x, x ′ ∈ M, d(x, x ′) > 0

}

.

If M = X is a Banach space or M = BX , the base point is always the origin. The
Arens–Eells space Æ(M) is defined as the closed linear span of the point evaluations
δs( f ) = f (s) in Lip(M)∗. The map δ : s → δs is then an isometry of M into Æ(M).
We refer to [10,44] for further details (in [10] the terminology Lipschitz-free space
and the notation F(M)was used). If X is a Banach space there is a canonical quotient
map β : Æ(X) → X and δ is an isometric section for β i.e. β ◦ δ = IX .
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The uniform structure of Banach spaces 1255

4 Approximable metric spaces

In this section we will develop and improve some ideas originating in [22].
Let us say that a complete metric space M is approximable if there is a gauge ω so

that for every finite set E ⊂ M and every ε > 0 we can find a uniformly continuous
map ψ : M → M such that d(x, ψ(x)) < ε for every x ∈ E , ψ(M) is relatively
compact and ωψ ≤ ω. For a specific choice of ω, we write M ∈ App(ω). Note that in
the above definition we may replace E by a compact set.

If M is separable then it is easy to see that M is approximable if and only if there
is an equi-uniformly continuous sequence of maps ψn : M → M with relatively
compact range such that limn→∞ d(x, ψn(x)) = 0 for each x ∈ M.

This definition was introduced in [22] for the special case when M = BX is the
unit ball of a Banach space. In this case the terminology of [22] was that X has (ucap).
However, in retrospect, it seems it is interesting to consider this property also when
M = X so we will not use this terminology here.

We say that M is Lipschitz approximable (with constant L) if M ∈ App(ω) when
ω(t) = Lt for some constant L .Note that a Banach space X is Lipschitz approximable
if and only if it has the (BAP) [10]. A concept which will be important here is that M
is almost Lipschitz approximable (with constant L) if there is a constant L such that
for every ε > 0 we can find a gauge ω with ω(t) ≤ Lt + ε so that M ∈ App(ω). We
will say later that there are Banach spaces failing (BAP) which are almost Lipschitz
approximable.

Lemma 4.1 Let M be a complete separable metric space. Then M is almost Lipschitz
approximable if and only if there is a constant L so that for every finite set E and
ε > 0 we can find a uniformly continuous map ψ : M → M with ψ(M) relatively
compact, ωψ(t) ≤ Lt + ε, and

d(x, ψ(x)) < ε, x ∈ E .

Proof If ε > 0, it is easy to create a sequence ψn : M → M of uniformly continuous
maps withψn(M) relatively compact,ωψn (t) ≤ Lt +ε/n and limn→∞ ψn(x) = x for
x ∈ M. Then ω(t) = supn ωψn (t) is a gauge i.e. limt→0 ω(t) = 0 with ω(t) ≤ Lt + ε
and M ∈ App(ω). �
Lemma 4.2 Let M be a metric space and let Y be a Banach space. Supposeψ : M →
Y be a uniformly continuous map with range contained in a compact set K . Let F be
a compact convex set such that supy∈K d(y, F) < ε for some positive ε. Then there is
a uniformly continuous map ψ ′ : M → F with finite-dimensional relatively compact
range such that ‖ψ(x)−ψ ′(x)‖ < ε for x ∈ M and ωψ ′(t) < ωψ(t)+ 2ε for t > 0.

Proof Let d = supy∈K d(y, F) and suppose ν > 0 is such that ν + d < ε. We pick a
finite ν-net (y1, . . . , yn) for K and form a partition of unity (ϕ j )

n
j=1 for K such that

ϕ j (y) > 0 implies ‖y − y j‖ < ν. Pick z j ∈ F with ‖y j − z j‖ ≤ d. Then define

ψ ′(x) =
n∑

j=1

ϕ j (ψ(x))z j .
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Since each ϕ j is uniformly continuous on K ,ψ ′ is uniformly continuous. Furthermore

‖ψ ′(x)− ψ(x)‖ ≤ d + ‖
n∑

j=1

ϕ j (ψ(x))(y j − ψ(x))‖

≤ d + ν < ε.

Finally

‖ψ ′(x1)− ψ ′(x2)‖ < 2(d + ν)+ ‖ψ(x)− ψ(x ′)‖.

�
The following result is proved in [22] but the proof here is easier:

Proposition 4.3 Suppose M is a closed convex subset of a separable Banach space.
If M is approximable then there is an equi-uniformly continuous sequence of maps
ψ ′

n : M → M each with finite-dimensional range such that limn→∞ ψ ′
n(x) = x for

x ∈ M. If M ∈ App(ω) and ε > 0 we can assume that ωψ ′
n
< ω + ε for each n.

Proof Let (En) be an increasing sequence of finite subsets of M whose union is dense
in M. Suppose ε > 0 and M ∈ App(ω). Choose ψn : M → M to be uniformly con-
tinuous maps with relatively compact range so that ‖ψn(x) − x‖ < 1/n for x ∈ En

and ωψn ≤ ω. Let Kn be a compact set containing the range of ψn . Pick an ε/2n-net
for Kn and then let Fn be the linear span of this net. We use Lemma 4.2 to produce
uniformly continuous functions ψ ′

n : M → M ∩ Fn with ‖ψ ′
n(x) − ψn(x)‖ ≤ ε/2n

for x ∈ M and ωψ ′
n
(t) ≤ ω(t) + ε/n. Clearly ω′(t) = supωψ ′

n
(t) is a gauge and

ω′ ≤ ω + ε. �
We now characterize approximable Banach spaces. If X is any Banach space we

denote by NX a net for X which contains 0 (so that NX can be considered as a pointed
metric space).

Theorem 4.4 Let X be a separable Banach space. Then the following are equivalent:

(i) X is approximable.
(ii) X is almost Lipschitz approximable.

(iii) BX is almost Lipschitz approximable.
(iv) Æ(NX ) has (BAP).
(v) NX is Lipschitz approximable.

Proof (i) �⇒ (ii). If X ∈ App(ω) then it is clear by dilating that X ∈ App(ωn)

where ωn(t) = 1
nω(nt). Since ω(t) ≤ Lt + 1 for some constant L we obtain (ii).

(ii) �⇒ (iii) follows from the fact that there is a Lipschitz retraction of X onto
BX .

(iii) �⇒ (i). Suppose BX is almost Lipschitz approximable with constant L . If E
is a finite subset of X then for a suitable constant λ > 0 we have λE ⊂ BX . If ε > 0 we
may find a uniformly continuous map ψ : BX → BX with relatively compact range
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such that ‖ψ(λx)− λx‖ < λε for x ∈ E and ωψ(t) ≤ Lt + λε. Let r : X → BX be
the natural Lipschitz retraction. Let ϕ : X → X be given by ϕ(x) = λ−1ψ(r(λx)).
Then ωϕ(t) ≤ 2Lt + ε and ‖ϕ(x)− x‖ < ε for x ∈ E .

(ii) �⇒ (v). Suppose NX is an (a, b)-net. Let L be a constant such that for
every compact subset K of X and every ε > 0 there is a (uniformly continuous) map
f : X → X with CL-type (L , ε) and relatively compact range such that ‖ f (x)−x‖ <
ε for x ∈ K .

Let F be a finite subset of NX . Then choosing ε < a/4 we can find a map
f : X → X with relatively compact range and CL-type (L , ε) so that ‖ f (x)− x‖ < ε

for x ∈ F. We can then define a map ψ : f (X) → NX with finite range so that

‖ψ(x)− x‖ ≤ 2d( f (x), NX ), x ∈ f (X).

Let g = ψ ◦ f : NX → NX . Then g has finite range and g(x) = x for x ∈ F.
Furthermore if x1, x2 ∈ NX we have

‖g(x1)− g(x2)‖ ≤ 4b + ‖ f (x1)− f (x2)‖
≤ 4b + ε + L‖x1 − x2‖
≤ (L + 1 + 4b/a)‖x1 − x2‖.

(v) �⇒ (ii). Again suppose NX is an (a, b)-net. Then there is a constant L so that
if F is a finite subset of NX there is a Lipschitz map f : NX → NX with Lipschitz
constant at most L , finite range and such that f (x) = x for x ∈ F.

Now suppose K is a finite subset of X and ε > 0. Then we can find a finite subset
F of NX so that if θ = 12bL/ε,

d(θx, F) < 2b, x ∈ K .

Define a map f : NX → NX with finite range G and Lipschitz constant at most L so
that f (x) = x for x ∈ F .

We next embed X isometrically into the space �∞. Then G is contained in a finite-
dimensional subspace Z of �∞ which is at most 2-isomorphic to a space �m∞ for some
finite m. Thus we can extend f to a Lipschitz map f̃ : X → Z with Lip( f̃ ) ≤ 2L .
The range of f̃ is then relatively compact.

Let h(x)=θ−1 f̃ (θx). If x ∈ X we have d(θx, NX )<2b and hence d( f̃ (θx),G) <
4Lb. Hence

sup
x∈X

d(h(x), θ−1G) < ε/3.

Now we can apply Lemma 4.2. There is a uniformly continuous function g : X →
θ−1co G so that

‖g(x)− h(x)‖ < ε/3, x ∈ X
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and

‖g(x1)− g(x2)‖ ≤ 2L‖x1 − x2‖ + ε/2, x1, x2 ∈ X.

Note that if x ∈ K there exists x ′ ∈ F with ‖θx −x ′‖ < 2b and hence ‖ f̃ (θx)−x ′‖ <
4bL . Thus

‖g(x)− θ−1x ′‖ < ε/2

and so

‖h(x)− x‖ ≤ ‖h(x)− g(x)‖ + ‖g(x)− θ−1x ′‖ + ‖θ−1x ′ − x‖ < ε.

To conclude we can apply Lemma 4.1 to deduce that X is almost Lipschitz approxi-
mable.

(v) �⇒ (iv). There is a constant L so that if F is a finite subset of NX there is
a finite set G ⊃ F and a Lipschitz map f : NX → G with constant at most L and
f (x) = x for x ∈ F. Then f induces a linear map T f : Æ(NX ) → Æ(G) ⊂ Æ(NX )

such that T f (δx ) = δ f (x) for x ∈ NX . Thus T f |Æ(F) = IÆ(F) and ‖T f ‖ ≤ L . Since
∪Æ(F) over all finite sets F is dense in Æ(NX ) we have that Æ(NX ) has (BAP).

(iv) �⇒ (v). Assume (iv) and that NX is an (a, b)-net. Then there is a constant
L so that if F is a finite subset of NX there is a finite set G ⊂ NX and a linear
operator T : Æ(NX ) → Æ(G) with ‖T ‖ ≤ L and Tμ = μ for μ ∈ Æ(F). Let
β : Æ(NX ) → X denote the barycentric map. We can define a map f : NX → G by

‖β(T δx )− f (x)‖ ≤ 2d(β(T δx ),G), x ∈ NX .

Then f (x) = x for x ∈ F and if x, x ′ ∈ NX ,

‖ f (x)− f (x ′)‖ ≤ 4b + ‖β(T δx −T δx ′)‖ ≤ 4b + L‖x−x ′‖ ≤ (L + 4b/a)‖x−x ′‖.

�
It is, of course, clear that any Banach space with (BAP) is approximable. However

we will show that any Banach space with separable dual is also approximable even
if it fails (BAP). We prove first a technical Lemma which includes some features we
will need later.

Lemma 4.5 Let X be a separable Banach space and suppose Y is a Banach space
containing X. Denote by Q : Y → Y/X the quotient map. Suppose that there is a
sequence of finite-rank linear operators Tn : X → Y such that

lim
n→∞ Tn x = x, x ∈ X,

and

lim
n→∞ ‖QTn‖ = 0.
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Let L = supn ‖Tn‖ and let rn(x) = x/min(2n, ‖x‖) for x ∈ X. Then if (εn)
∞
n=1 is a

sequence of positive reals with limn→∞ εn = 0, we can find a subsequence (Sn)
∞
n=1

of (Tn)
∞
n=1 and an equi-uniformly continuous sequence of maps fn : X → X each

with finite-dimensional relatively compact range such that

‖Sn(rn x)− fn(x)‖ < εn, (4.1)

and

ω fn (t) ≤ 2Lt + εn, t > 0. (4.2)

In particular X is approximable.

Proof We choose (Sn)
∞
n=1 so that ‖QSn‖ < εn/2n+1. Let K be the range of Snrn .

Then for y ∈ K we have

d(y, X) ≤ 2n‖QSn‖ < εn/2.

Note that Snrn has Lipschitz constant at most 2L . Applying Lemma 4.2 we can find a
uniformly continuous map fn : X → X with a finite-dimensional relatively compact
range so that

‖ fn(x)− Sn(rn x)‖ < εn

and

ω fn (t) ≤ 2Lt + εn .

It follows that limn→∞ fn(x) = x for x ∈ X and that ( fn)
∞
n=1 is equi-uniformly

continuous. �
Theorem 4.6 Let X be a Banach space with separable dual. Then X and X∗ are both
approximable.

Proof For the case of X we use the fact that X is a subspace of a space Y with a
shrinking basis [45]; in particular Y has shrinking (MAP). Let Q : Y → Y/X be
the quotient map. Let Sn : Y → Y be a sequence of norm-one operators such that
Sn y → y for y ∈ Y and S∗

n y∗ → y∗ for y∗ ∈ Y ∗. Consider QSn : X → Y/X. For
any y∗ ∈ X⊥ = (Y/X)∗ we have

lim
n→∞ ‖S∗

n Q∗y∗‖ = 0

so that QSn is a weakly null sequence in the space K(X,Y/X) [21, Corollary 3].
Hence there is a sequence of convex combinations Tn of (Sk)k≥n such that

lim
n→∞ ‖QTn‖X→Y/X = 0

and we can apply Lemma 4.5.
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For the case of X∗ we use the result of [6] that X is also the quotient of a space Y
with a shrinking basis. As before Y has (shrinking) (MAP). Let Q : Y → X be quo-
tient map. Let Sn : Y → Y be a sequence of norm-one operators such that Sn y → y
for y ∈ Y and S∗

n y∗ → y∗ for y∗ ∈ Y ∗. In this case if Z is the kernel of the quotient
map Q we may argue that (QSn) is a weakly null sequence in K(Z , X). Indeed for
x∗ ∈ X∗ we have

lim
n→∞ ‖S∗

n Q∗x∗ − Q∗x∗‖Y ∗ = 0

and so

lim
n→∞ ‖S∗

n Q∗x∗|Z‖ = 0.

Again applying the result of [21] we have the existence of convex combinations (Tn)

so that ‖QTn‖Z→X → 0. Thus, if we identify X∗ with the subspace Z⊥ in Y ∗ we can
apply Lemma 4.5 again. �

In view of this theorem it is natural to ask:

Problem 1 Is every (separable) Banach space X approximable?

In view of Theorem 4.4 above this is equivalent to asking if Æ(NX ) always has the
(BAP). In fact this is equivalent to the statement that Æ(M) has (BAP) whenever M
is uniformly discrete, i.e. if infx �=y d(x, y) > 0. For if M is uniformly discrete, then
we may take X = Æ(M) and a net NX which contains {δx : x ∈ M}. Then for some
constant L , we have that if F is a finite subset of M there is a finite subset G of NX and
a Lipschitz map f : NX → G with Lipschitz constant at most L such that f (δx ) = δx

for x ∈ F. Now there is a linear map T : Æ(M) → Æ(M) so that T (δx ) = f (x).
Thus T has finite-dimensional range, ‖T ‖ ≤ L and Tμ = μ for μ ∈ Æ(F).Note that
by Proposition 4.4 of [22] Æ(M) always has the approximation property, but it is not
clear that it has the (BAP).

Notice here a connection with a classical problem on the approximation property. It
is unknown whether �1 has (MAP) in every equivalent norm (see [4, Problem 3.12]).
Moreover Problem 3.8 of [4] asks if every dual space with (AP) has (MAP) which
implies a positive answer to this question. Now the argument of Proposition 4.4 of
[22] shows that, if the answer is positive, then we can conclude that Æ(M)must have
(BAP), whenever M is uniformly discrete.

We now apply the notion of approximability to the theory of uniform homeomor-
phisms.

Theorem 4.7 Let X be an approximable separable Banach space. Then there is a
closed subspace E of c0 with an (FDD) and a subspace Y of X ⊕ c0 with an (FDD)
so that Y is uniformly homeomorphic to X ⊕ E.

Proof By Proposition 4.3 there is an equi-uniformly continuous sequence of maps
ψn : X → X with finite-dimensional range such that limn→∞ ψn(x) = x for x ∈ X.
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We let ψ0(x) = 0 for all x .We may assume the existence of a gauge ω with ωψk ≤ ω

for all k.
For n ≥ 1, let Fn be the linear span of ∪n

k=1ψk(X). Let Y be the space of all
sequences (xk)

∞
k=1 such that xk ∈ Fk and limk→∞ xk exists in X , under the norm

‖(xk)
∞
k=1‖ = sup

k≥1
‖xk‖.

Then Y has an (FDD) with coordinate projections

P1(xk)
∞
k=1 = (x1, x1, . . .)

and

Pn(xk)
∞
k=1 = (0, . . . , 0, xn − xn−1, xn − xn−1, . . .)

where the first non-zero entry is in the nth slot.
There is a natural quotient map Q : Y → X given by Q((xk)

∞
k=1) = limk→∞ xk .

Let E = ker Q. Then E = (
∑∞

k=1 Fk)c0 has an (FDD) and embeds into c0. By Sob-
czyk’s theorem there is a linear operator S : Y → c0 so that S|E is an isomorphic
embedding. Then V : Y → X ⊕ c0 given by V y = (Qy, Sy) is a linear embedding
and so Y is linearly isomorphic to a subspace of X ⊕ c0.

Finally define the map ψ : X → Y by

ψ(x) = (ψk(x))
∞
k=1.

Then Q ◦ ψ(x) = x and

‖ψ(x)− ψ(x ′)‖ = sup
k≥1

‖ψk(x)− ψk(x
′)‖ ≤ ω(‖x − x ′‖)

so that ψ is uniformly continuous. Thus Y is uniformly homeomorphic to X ⊕ E . �
Theorem 4.8 There are two closed subspaces Z1 and Z2 of c0 which are uniformly
homeomorphic but not linearly isomorphic.

Proof By Theorems 4.6 and 4.7 we take X to be a closed subspace of c0 which fails
the approximation property (see [33, p. 37]) and then Z1 = X ⊕ E and Z2 = Y . Thus
Z2 has an (FDD) while Z1 fails the approximation property. �
Remark The space Z2 was constructed first by Johnson and Schechtman (see [9,18]);
note that Z∗

2 fails the approximation property.

In [22] it was observed that for a separable Banach space X , BX is approximable if
and only if BX is a uniform retract of a Banach space with a basis. We now consider
the analogous result for the case when X is approximable.

Theorem 4.9 Let X be a separable Banach space. Then the following conditions on
X are equivalent:
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(i) X is approximable.
(ii) X is a uniform retract of a Banach space with a basis.

(iii) If UB denotes the universal basis space then UB and UB ⊕ X are uniformly
homeomorphic.

Proof It is clear that (iii) �⇒ (ii) �⇒ (i) and that we only need to prove (i) �⇒
(iii). We note that Theorem 4.7 implies that there is a separable Banach space E so
that X ⊕ E is uniformly homeomorphic to a space Y with an (FDD). will first show
that there is a space Z so that X ⊕ Z is uniformly homeomorphic to a space Y with
an (FDD).

Next observe that c0(X) is also approximable. Since X is approximable, there is an
equi-uniformly continuous sequence of maps ψn : X → X with finite-dimensional
range such that limn→∞ ψn(x) = x for x ∈ X. Then the maps

�n(x j )
n
j=1 = (ψn(x1), ψn(x2), . . . , ψn(xn), 0, . . .)

define a suitable approximating sequence for c0(X). Thus there is a Banach space Y
with an (FDD) and a separable Banach space Z so that c0(X)⊕ Z is uniformly homeo-
morphic to Y . But then X ⊕ c0(X) ⊕ Z is uniformly homeomorphic to both Y and
X ⊕ Y.Hence X is uniformly homeomorphic to X ⊕ Y.However Y is isomorphic to a
complemented subspace of UB (this follows from [41,42]). By the uniqueness of UB
it is linearly isomorphic to c0(UB) and it follows that Y ⊕ UB is linearly isomorphic
to UB by a standard application of the Pełczyński decomposition technique. Thus we
obtain (iii). �

Of course if X has the (BAP) then UB ⊕ X is linearly isomorphic to UB, but this
theorem applies to certain spaces failing the approximation property.

Corollary 4.10 Let X be a Banach space with separable dual. Then X ⊕UB, X∗⊕UB
and UB are all uniformly homeomorphic.

It follows from Theorem 4.9 that Problem 1 is closely related to:

Problem 2 Does there exist a separable Banach space X so that every separable
Banach space is a uniform retract of X?

We now give another application of Lemma 4.5. For this and for future reference,
if X is a Banach space we define WUC(X) to be the space of weakly unconditionally
Cauchy series in X i.e. the sequences x = (xn)

∞
n=1 where xn ∈ X such that

‖x‖WUC(X) = sup

{∥
∥
∥
∥
∥

n∑

k=1

σk xk

∥
∥
∥
∥
∥

: |σk | ≤ 1, n ∈ N

}

< ∞.

We define UC(X) to be the closed subspace of WUC(X) of all sequences (xn)
∞
n=1

such that
∑∞

n=1 xn converges unconditionally. Of course WUC(X) is linearly iso-
metric to the space L(c0, X) of all linear operators from c0 into X and UC(X) is the
subspace K(c0, X) of compact operators.
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Theorem 4.11 Let X be a separable Banach space which embeds into a Banach space
V with a shrinking (UFDD). Then there is a Banach space Z and a Banach space Y
with a (UFDD) so that Y and X ⊕ Z are uniformly homeomorphic. In particular X
is a uniform retract of a Banach space with (UFDD).

Proof We can assume by renorming that V has a 1-(UFDD). In this case the convex
combinations argument used in Theorem 4.6 yields a sequence of operators Tn : X →
Y with T0 = 0 so that limn→∞ ‖QTn‖ = 0 and

‖
n∑

k=1

σk(Tk − Tk−1)‖ ≤ 1, |σk | ≤ 1, n ∈ N.

We suppose that εn > 0 are chosen so that
∑∞

n=1 εn = ε < ∞.Then by Lemma 4.5
we can find a subsequence (Sn)

∞
n=1 of (Tn)

∞
n=1 and uniformly continuous maps fn :

X → X with relatively compact and finite-dimensional range, so that

‖Sn(rn x)− fn(x)‖ < εn, x ∈ X

and

ω fn (t) ≤ 2t + εn, t > 0.

Let Fn be a finite-dimensional subspace of X containing the range of fn − fn−1.

We can define a space Y with a 1-(UFDD) as the subspace of UC(X) of all sequences
(xn)

∞
n=1 with xn ∈ Fn for all n.Define the map Q : Y → X by Q(xn)

∞
n=1 = ∑∞

n=1 xn .

Let f0(x) = 0 and S0 = 0. For x ∈ X let an = ‖rn(x)‖/‖x‖. Then for |σk | ≤ 1
for 1 ≤ k ≤ n we have

∥
∥
∥
∥
∥

n∑

k=1

σk( fk(x)− fk−1(x))

∥
∥
∥
∥
∥

≤ 2ε +
∥
∥
∥
∥
∥

n∑

k=1

σk(ak Sk − ak−1Sk−1)x

∥
∥
∥
∥
∥

≤ 2ε +
∥
∥
∥
∥
∥
∥

n∑

k=1

⎛

⎝ak +
n∑

j=k+1

σ j (a j −a j−1)

⎞

⎠ (Sk − Sk−1)x

∥
∥
∥
∥
∥
∥

≤ 2ε + ‖x‖.

We define ϕ : X → Y by ϕ(x) = ( fn(x) − fn−1(x))∞n=1. This is well-defined by
the preceding calculation and Qϕ(x) = x . It follows that Q is onto and indeed is a
quotient map. We will show that ϕ is a uniformly continuous section for Q. Let us
suppose that x, x ′ ∈ X with ‖x − x ′‖ ≤ t, and that m ∈ N. Suppose n ∈ N and that
|σk | = 1 for 1 ≤ k ≤ n. If n ≤ m we have

∥
∥
∥
∥
∥

n∑

k=1

σk( fk(x)− fk−1(x)− fk(x
′)− fk−1(x

′))
∥
∥
∥
∥
∥

≤ 2
m∑

k=1

ω fk (t).
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If n > m we have
∥
∥
∥
∥
∥

n∑

k=1

σk( fk(x)− fk−1(x)− fk(x
′)− fk−1(x

′))
∥
∥
∥
∥
∥

≤ 2
m∑

k=1

ω fk (t)+
∥
∥
∥
∥
∥

n∑

k=m+1

σk( fk(x)− fk−1(x)− fk(x
′)− fk−1(x

′))
∥
∥
∥
∥
∥
.

The latter term is estimated by

∥
∥
∥
∥
∥

n∑

k=m+1

σk( fk(x)− fk−1(x)− fk(x
′)− fk−1(x

′))
∥
∥
∥
∥
∥

≤ 2
∞∑

k=m

εk +
∥
∥
∥
∥
∥

n∑

k=m+1

σk(Sk(x − x ′)− Sk−1(x − x ′))
∥
∥
∥
∥
∥

≤ 2
∞∑

k=m

εk + ‖x − x ′‖.

Hence

‖ϕ(x)− ϕ(x ′)‖ ≤ 2
∞∑

k=m

εk + 2
m∑

k=1

ω fk (t)+ ‖x − x ′‖.

Hence

ωϕ(t) ≤ 2
∞∑

k=m

εk + 2
m∑

k=1

ω fk (t)+ t

and so

lim sup
t→0

ωϕ(t) ≤ 2
∞∑

k=m

εk .

Since m is arbitrary this means that ϕ is uniformly continuous.
It follows that Y is uniformly homeomorphic to X ⊕ Z where Z = ker Q. �

Remark This result is a little unsatisfactory in that although X has separable dual, Y
contains a copy of �1. We will prove a stronger result which implies that Y can be
chosen with separable dual in a forthcoming paper [27].

Let us conclude by observing that in the sequel it will be more important to us to con-
sider the case when BX is approximable. In view of Theorem 4.4, if X is approximable
then BX is certainly approximable. Therefore Theorem 4.6 is a significant improve-
ment on the result of [22] (Corollary 9.4) which asserts that BX is approximable if X
is super-reflexive. The following problem was also raised in [22].
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Problem 3 Is BX approximable for every separable Banach space?

We conclude with a small positive result.

Proposition 4.12 Suppose X is a separable Banach space such that BX is an AUR.
Then BX is approximable.

Proof We embed X isometrically into C[0, 1].Let Sn be the partial sum operators asso-
ciated to the standard Schauder basis of C[0, 1]. Let r : C[0, 1] → BX be a uniform
retraction. Then r ◦ Sn(x) → x for every x ∈ BX and (r ◦ Sn)

∞
n=1 is equi-uniformly

continuous. �

5 Lipschitz and uniform retractions

In this section we give an application of the preceding ideas. As remarked in the intro-
duction it is unknown whether for every separable Banach space X there is a Lipschitz
retraction of X∗∗ onto X . It is known that there is a Lipschitz retraction of �∞ onto c0
and from C(K )∗∗ onto C(K ) for any compact metric space K . These results are due
to Lindenstrauss [29]; see also [24] for the best constants.

Our first result is a simple generalization of the argument of Lindenstrauss for the
existence of a Lipschitz retraction of �∞ onto c0.

Theorem 5.1 Let X be an arbitrary Banach space. Then there is a Lipschitz retraction
of WUC(X) onto UC(X).

Proof We will let ψ(t) = min(1, t − 1) for t ≥ 1. For x = (xn)
∞
n=1 ∈ WUC(X) we

define

πn(x) = sup
m≥n

sup
σ j =±1

∥
∥
∥
∥
∥
∥

m∑

j=n

σ j x j

∥
∥
∥
∥
∥
∥
.

Note that π1(x) = ‖x‖WUC(X) and (πn(x))∞n=1 is a decreasing sequence of semi-
norms. Let π∞(x) = limn→∞ πn(x) = d(x,UC(X)). We then define a map F :
WUC(X) → WUC(X) by F(x) = ( fn(x))∞n=1 where

fn(x) =
{

xn, x ∈ UC(X)

ψ(πn(x)/π∞(x))xn, x ∈ WUC(X) \ UC(X).

It is easy to see that F maps into UC(X) since if π∞(x) > 0 we have

lim
n→∞ψ(πn(x)/π∞(x)) = 0.

In order to check that F is Lipschitz we observe first that F is trivially Lipschitz
on UC(X). Suppose x ∈ UC(X) and y ∈ WUC(X) \ UC(X). Then if n is the first
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1266 N. J. Kalton

index such that πn(y) < 2π∞(y),

‖F(x)− F(y)‖ ≤ ‖x − y‖ + ‖y − F(y)‖

≤ ‖x − y‖ + sup
m≥n

sup
σ j =±1

∥
∥
∥
∥
∥
∥

m∑

j=n

σ j (1 − ψ(πn(x)/π∞(x))y j

∥
∥
∥
∥
∥
∥

≤ ‖x − y‖ + sup
m≥n

sup
σ j =±1

∥
∥
∥
∥
∥
∥

m∑

j=n

σ j y j

∥
∥
∥
∥
∥
∥

≤ ‖x − y‖ + πn(y)

≤ ‖x − y‖ + 2π∞(y)
≤ 3‖x − y‖.

On the other hand suppose x, y ∈ WUC(X) with

max(π∞(x)/π∞(y), π∞(y)/π∞(x)) < 2.

Let n be the first index for which either πn(x) < 2π∞(x) or πn(y) < 2π∞(y); we
shall assume, for convenience that the latter case occurs. Then we have

ψ

(
π j (x)

π∞(x)

)

x j − ψ

(
π j (y)

π∞(y)

)

y j

= ψ

(
π j (x)

π∞(x)

)

(x j − y j )+
(

ψ

(
π j (x)

π∞(x)

)

− ψ

(
π j (y)

π∞(y)

))

y j .

If j < n we have

ψ

(
π j (x)

π∞(x)

)

− ψ

(
π j (y)

π∞(y)

)

= 0.

If j ≥ n we have

∣
∣
∣
∣ψ

(
π j (x)

π∞(x)

)

− ψ

(
π j (y)

π∞(y)

)∣
∣
∣
∣ ≤

∣
∣
∣
∣
π j (x)

π∞(x)
− π j (y)

π∞(y)

∣
∣
∣
∣

≤
∣
∣
∣
∣
π j (x)− π j (y)

π∞(x)

∣
∣
∣
∣ +

∣
∣
∣
∣
π j (y)(π∞(x)− π∞(y))

π∞(x)π∞(y)

∣
∣
∣
∣

≤ π j (x − y)+ 2π∞(x − y)

π∞(x)

≤ 3
‖x − y‖
π∞(x)
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Hence

‖F(x)− F(y)‖ ≤ max
j≥1

ψ

(
π j (x)

π∞(x)

)

‖x − y‖ + 3
‖x − y‖
π∞(x)

πn(y)

≤ ‖x − y‖ + 6
π∞(y)
π∞(x)

‖x − y‖
≤ 13‖x − y‖.

It follows that we have a local Lipschitz constant of at most 13 everywhere and
hence F is Lipschitz. �
Theorem 5.2 Let X be a separable Banach space, such that either:

(i) X has a (UFDD), or
(ii) X is a separable order-continuous Banach lattice.

Then there is a Lipschitz retraction of X∗∗ onto X.

Proof (i) Let Pn be the finite-rank projections associated to the (UFDD) so that for
each x ∈ X we have x = ∑∞

n=1 Pn x unconditionally. Then we define a linear map
T : X∗∗ → WUC(X) by T x∗∗ = (P∗∗

n x∗∗)∞n=1. If F is the retraction given by
Theorem 5.1 and S : UC(X) → X is the natural summation operator we have that
S ◦ F ◦ T is a Lipschitz retract of X∗∗ onto X.

(ii) Let u be a weak order-unit for X. We define a map T : X∗∗ → WUC(X) by

T (x∗∗) = (Tn(x
∗∗))∞n=1

where

Tn(x
∗∗) = x∗∗+ ∧ nu − x∗∗+ ∧ (n − 1)u − x∗∗− ∧ nu + x∗∗− ∧ (n − 1)u.

Since X is order-continuous it is an order ideal in X∗∗ so each coordinate belongs to
X. Furthermore it follows by considering a functional representation of X∗∗ that if
σ j = ±1 for 1 ≤ j ≤ n, then for any x∗∗, y∗∗ we have

∣
∣
∣
∣
∣
∣

n∑

j=1

σ j (T j (x
∗∗)− T j (y

∗∗))

∣
∣
∣
∣
∣
∣
≤ |x∗∗ − y∗∗|.

It follows (taking y∗∗ = 0) that T maps into WUC(X) and that T is Lipschitz with
constant one. We then obtain a retraction by considering S ◦ F ◦ T . �
Corollary 5.3 If X is isomorphic to a complemented subspace of a space with
(UFDD), then X is Lipschitz complemented in its bidual.

Theorem 5.4 (i) Let X be a separable Banach space with (BAP) and suppose Y is
Lipschitz isomorphic to X. Then there is a Lipschitz retraction of Y ∗∗ onto Y if and
only if there is a Lipschitz retraction of X∗∗ onto X.
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1268 N. J. Kalton

(ii) Let X be a separable Banach space which is approximable, and suppose Y is
uniformly homeomorphic to X. Then there is a uniform retraction of Y ∗∗ onto Y if and
only if there is a uniform retraction of X∗∗ onto X.

Proof (i) In this case Y also has (BAP) [10]. It therefore suffices to show that if there
is a Lipschitz retraction of X∗∗ onto X that the same follows for Y. Let h : Y → X
be a Lipschitz isomorphism and suppose (Tn) is a bounded sequence of finite-rank
operators Tn : Y → Y so that limn→∞ Tn y = y for y ∈ Y. Let U be a non-principal
ultrafilter on N. Denote r the retraction and define a map g : Y ∗∗ → Y by

g(y∗∗) = h−1 ◦ r(w∗ − lim
n∈U

h(T ∗∗
n y∗∗)).

It is easy to check that g is the required retraction.
(ii) Here Y must also be approximable and so as in case (i) we only need consider

one direction. Let fn : Y → Y be an equi-uniformly continuous sequence of maps
with relatively compact range so that limn→∞ fn(y) = y for y ∈ Y. We first extend
these maps to Y ∗∗. Let D be the set of all pairs (F, δ) where F is a finite-dimensional
subspace of X∗∗ and δ > 0. Let V be an ultrafilter on D containing all the subsets
D(G, ν) = {(F, δ) : G ⊂ F, δ < ν} for G a finite-dimensional subspace of Y ∗∗ and
ν > 0. For each (F, δ) by the Principle of Local Reflexivity there is a linear operator
TF : F → Y so that TF y = y for y ∈ F ∩ X and ‖TF‖ < 1 + δ. Define

φn,F,δ(y
∗∗) =

{
0 y∗∗ /∈ F

fn(TF y∗∗), y∗∗ ∈ F
.

Then

lim
(F,δ)∈V

φn,F,δ(y
∗∗) = f̃n(y

∗∗)

exists in Y (in norm) and f̃n : Y ∗∗ → Y is easily verified to be a equi-uniformly con-
tinuous sequence of maps with relatively compact range, extending the maps ( fn)

∞
n=1.

If h : Y → X is a uniform homeomorphism, we define g : Y ∗∗ → Y in a similar
fashion to (i), i.e.

g(y∗∗) = h−1 ◦ r(w∗ − lim
n∈U

h( f̃n(y
∗∗)).

Then g is a uniform retraction. �
Remark We do not know whether the approximation conditions in (i) and (ii) of
Theorem 5.4 are necessary.

Theorem 5.5 If X is isomorphic to a subspace of a Banach space with a shrinking
(UFDD) then there is a uniform retraction of X∗∗ onto X.

Proof This follows immediately by combining Theorem 5.4, Theorem 5.2 and its
Corollary and Theorem 4.11. �
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The uniform structure of Banach spaces 1269

There are some natural problems here:

Problem 4 If X is a separable Banach space is there always a uniformly continuous
(or even Lipschitz) retraction of X∗∗ onto X?

Problem 5 If X is a separable Banach space is there always a uniformly continuous
retraction of BX∗∗ onto BX ?

As remarked in the introduction these problems have a negative answer for non-
separable spaces [26]. We suspect both problems have a negative solution in general.

6 The existence of local sections for quotient maps

In this section we will describe some more ideas from [22]. Although many results
appear in [22] we will give a more streamlined approach, improving the presentation.

We will now consider conditions on a quotient map Q : Y → X so that there
is a uniformly continuous section relative to BX , i.e. a uniformly continuous map
ψ : BX → Y so that Q ◦ψ(x) = x for x ∈ BX . Note that if such a map exists we can
always assume that it is homogeneous i.e. ψ(αx) = αψ(x) if x, αx ∈ BX . Indeed we
can define

ψ ′(x) =
{

0 x = 0
‖x‖

2 (ψ(x/‖x‖)− ψ(−x/‖x‖)), x �= 0.

Clearly ψ ′ is also a uniformly continuous section on every bounded set and is homo-
geneous. Thus we will say that Q or, equivalently, the short exact sequence

0 → ker Q → Y → X → 0,

has a locally uniformly continuous section.
Suppose M,M ′ are complete metric spaces. A map f : M → M ′ is called perfect

if whenever (xn)
∞
n=1 is a sequence in M such that ( f (xn))

∞
n=1 is convergent in M ′

then there is a subsequence (xn)n∈M which is convergent in M. We shall say that f
is uniformly perfect if given ε > 0 there exists δ = δ(ε) > 0 with the property that if
(xn)

∞
n=1 is a sequence in M then supm,n∈N d ′( f (xm), f (xn)) < δ implies the existence

of a subsequence M with supm,n∈M d(xm, xn) < ε.Using elementary Ramsey theory,
this can be equivalently stated in the form

lim
m→∞ lim

n→∞ d ′( f (xm), f (xn)) < δ �⇒ lim
m→∞ lim

n→∞ d(xm, xn) < ε, (6.3)

whenever all limits exist.
It is clear that a uniformly perfect map is also perfect and that the composition of

uniformly perfect maps remains uniformly perfect.
Let ∂+B�1 denote the set ∂B�1 ∩ P where P is the closed positive cone {ξ ∈ �1 :

ξ j ≥ 0, 1 ≤ j < ∞}. We shall say that a Banach space X has a good partition [22]
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1270 N. J. Kalton

if there is a map f : ∂BX → ∂+B�1 which is uniformly continuous and uniformly
perfect.

As a simple illustration we prove:

Proposition 6.1 Let (En)
∞
n=1 be a sequence of finite-dimensional normed spaces and

let X = (
∑∞

n=1 En)�1 . Then X has a good partition.

Proof We define f : ∂BX → ∂+ B�1 by f (ξ) = (‖ξ(k)‖)∞k=1, where ξ = (ξ(k))∞k=1.

We use (6.3). We may clearly consider a sequence (ξn)
∞
n=1 in X so that limn∈N ξn(k) =

ξ(k) exists for each k ∈ N. Then

lim
m→∞ lim

n→∞ ‖ξm − ξn‖ = 2(1 − ‖ξ‖) = lim
m→∞ lim

n→∞ ‖ f (ξm)− f (ξn)‖,

and the result follows. �
Lemma 6.2 For any Banach space X there exists a uniformly continuous and uni-
formly perfect map g : BX → ∂BX .

Proof Pick any x0 ∈ X with ‖x0‖ = 2. Consider the map G : BX → ∂BX defined
by g(x) = (x + x0)/‖x + x0‖. G is uniformly continuous and uniformly perfect. For
the latter claim suppose (xn)n∈N is any sequence such that

lim
m→∞ lim

n→∞ ‖xm − xn‖, lim
m→∞ lim

n→∞ ‖g(xm)− g(xn)‖

both exist. We can suppose also that limn→∞ ‖x0 + xn‖ = β exists. Then

lim
m→∞ lim

n→∞ ‖g(xm)− g(xn)‖ = β−1 lim
m→∞ lim

n→∞ ‖xm − xn‖

and as 1 ≤ β ≤ 3 this shows that g is uniformly perfect. �
Proposition 6.3 The following are equivalent:

(i) X has a good partition.
(ii) There is a uniformly continuous, uniformly perfect map h : BX → B�1 .

Proof (i) ⇒ (ii). Suppose f : ∂BX → ∂+B�1 is uniformly continuous and uniformly
perfect, and let g : BX → ∂BX be the uniformly continuous, uniformly perfect map
given by Lemma 6.2. Thus h = f ◦ g : BX → ∂B�1 gives (ii).

(ii) ⇒ (i). Let f = φ ◦ g ◦ h where g : B�1 → ∂B�1 is given by Lemma 6.2 and
φ : ∂B�1 → ∂+B�1 is given by Proposition 6.1. �
Lemma 6.4 Let X be a separable Banach space and suppose f : ∂BX → ∂+ B�1 is
uniformly perfect. Suppose f (x) = (an(x))∞n=1. Then, given ε > 0 there exists ν > 0
with the property that for each N we can find a finite subset AN ⊂ BX such that

N∑

k=1

ak(x) > 1 − ν �⇒ d(x, AN ) < ε.
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Proof Let η = η(ε) > 0 be chosen as in the definition of uniformly perfect, i.e. as
(6.3). Let ν = η/3. If the conclusion fails for some N we may choose an infinite
sequence (xn)

∞
n=1 with limm→∞ limn→∞ ‖xm − xn‖ ≥ ε (and such that the limits

exist) but

N∑

k=1

ak(xn) > 1 − ν.

Passing to a subsequence we may assume that limn→∞ ak(xn) = αk exist for each k
and

N∑

k=1

αk ≥ 1 − ν.

Hence

lim
m→∞ lim

n→∞ ‖ f (xm)− f (xn)‖ ≤ 2ν < η

giving a contradiction. �
Proposition 6.5 Let Q : Y → X be a quotient mapping. In order that there exists a
uniformly continuous section f : BX → Y it is necessary and sufficient that for some
0 < λ < 1 there is a uniformly continuous mapφ : ∂BX → Y with‖Q(φ(x))−x‖ ≤ λ

for x ∈ ∂BX .

Proof We may extend φ to BX to be positively homogeneous and φ remains uniformly
continuous. Define g(x) = x − Q(φ(x)), so that g is also positively homogeneous.
Let g0(x) = x and then gn = g ◦ g ◦ · · · ◦ g (n times). Then ‖g(x)‖ ≤ λ‖x‖ and so
‖gn(x)‖ ≤ λn‖x‖ for x ∈ BX . Let

f (x) =
∞∑

n=0

φ(gn(x)).

The series converges uniformly in x ∈ BX and so f is uniformly continuous. Further-
more

Q f (x) =
∞∑

n=0

(gn(x)− gn+1(x)) = x .

�
The following theorem is proved in [22]; however the proof of the crucial

Lemma 10.3 of [22] was given incorrectly so we present the essential steps in the
proofs again:
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Theorem 6.6 Let X be a separable Banach space. The following conditions on X are
equivalent:

(i) BX is approximable and has a good partition.
(ii) There is a sequence of homogeneous maps ϕ j : BX → X each with finite-

dimensional range such that x = ∑∞
j=1 ϕ j (x) for x ∈ BX and a map ω :

[0,∞) → [0,∞) with limt→0 ω(t) = ω(0) = 0 such that

∞∑

j=1

‖ϕ j (x)− ϕ j (y)‖ ≤ ω(‖x − y‖), x, y ∈ BX .

(iii) Whenever Q : Y → X is a quotient map such that S = 0 → ker Q → Y →
X → 0 locally splits then S has a locally uniformly continuous section.

(iv) BX is a uniform retract of BC1 .

Proof (i) �⇒ (ii). We first need a preparatory lemma:
For 0 < λ < 1 define �λ : ∂+B�1 → ∂+ B�1 by

�λ(ξ) = λ−1

⎛

⎝

⎛

⎝
n∑

j=1

ξ j − 1 + λ

⎞

⎠

+
−

⎛

⎝
n−1∑

j=1

ξ j − 1 + λ

⎞

⎠

+

⎞

⎠

n≥1

.

(The second summand is interpreted as 0 when n = 1.)

Lemma 6.7 �λ is Lipschitz.

Proof Suppose ξ, η ∈ ∂+B�1 . For convenience we extend ξ and η to be functions on
[0,∞) by ξ(t) = ξn for n − 1 < t ≤ n and η(t) = ηn for n − 1 < t ≤ n.

Let u, v be the minimal solutions of

∫ u

0
ξ(t) dt = 1 − λ,

∫ v

0
η(t) dt = 1 − λ.

Without loss of generality we may assume that u ≤ v. Then

‖�λ(ξ)−�λ(η)‖1 ≤ λ−1
(∫ ∞

v

|ξ(t)− η(t)| dt +
∫ v

u
ξ(t) dt

)

≤ λ−1
(

‖ξ − η‖ +
∫ v

0
(ξ(t)− η(t)) dt

)

≤ 2λ−1‖ξ − η‖.

�
Now we continue with the proof of (i) �⇒ (ii) of Theorem 6.6. There is an equi-

uniformly continuous sequence of functions ψn : BX → BX with finite-dimensional
range so that x = limn→∞ ψn(x) for X ∈ BX . We let ω(t) = supn ω(ψn; t). We
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may assume (En)
∞
n=1 is an increasing sequence of finite-dimensional subspaces so

that ψn(BX ) ⊂ En . Consider the quotient map Q : (∑∞
n=1 En)�1 → X given by

Q((ξ( j))∞j=1) = ∑∞
j=1 ξ( j). Then the conclusion of (ii) restates the fact that there is

a uniformly continuous section of Q on BX . Thus we will establish the existence of
such a section.

To prove this let f : BX → ∂+B�1 be a uniformly continuous and uniformly perfect
map. Suppose f (x) = (an(x))∞n=1. Pick ε > 0 so that ω(ε) + ε < 1/4. Then, by
Lemma 6.7 there is a choice of 0 < λ < 1 such that for every n we can find a finite
subset An of X with the property that

n∑

k=1

ak(x) > 1 − λ �⇒ d(x, An) < ε.

Let Un = {x : ∑n
k=1 ak(x) > 1 − λ}.

For each n we may find m = m(n) so that

‖ψm(z)− z‖ < 1

4
, z ∈ An .

Then for x ∈ Un we have that for some z ∈ An , ‖x − z‖ < ε and so

‖ψm(x)− x‖ ≤ ω(ε)+ ε + 1/4 < 1/2, x ∈ Un .

Let us define ρn : ∂BX → (
∑∞

n=1 Fn)�1 by ρn(x) = (0, . . . , 0, ψn(x), 0, . . .) where
the only nonzero term is in the nth. slot. Thus ‖Qρn(x)− x‖ < 1/2 for x ∈ Un .

Consider f ′ = �λ ◦ f ; this also defines a uniformly continuous map into ∂+B�1 ,

by Lemma 6.7. Let f ′(x) = (bn(x))∞n=1.

Now define

φ(x) =
∞∑

n=1

bn(x)ρn(x), x ∈ ∂BX .

Then

‖φ(x)− φ(y)‖ ≤
∞∑

n=1

|bn(x)− bn(y)| +
∞∑

n=1

bn(y)‖ρn(x)− ρn(y)‖

≤ ω f ′(‖x − y‖)+ ω(‖x − y‖),

so that φ is uniformly continuous.
Furthermore

‖Qφ(x)− x‖ ≤
∑

x∈Un

bn(x)‖Qρn(x)− x‖ < 1/2.

The conclusion now follows from Proposition 6.5.
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(ii) ⇒ (iii). Let ϕn(BX ) ⊂ En where En is a finite-dimensional subspace of X.
For some μ ≥ 1 we can find linear sections Tn : En → Y of Q with QTn x = x for
x ∈ En and ‖Tn‖ ≤ μ. Define

ψ(x) =
∞∑

n=1

Tn ◦ ϕn(x).

Then ψ is a uniformly continuous section of Q on BX .

(iii) ⇒ (iv). There is a quotient map Q : C1 → X which locally splits. Hence there
is a uniformly continuous sectionψ : BX → C1. Let r denote the Lipschitz retraction
of X onto BX . If ψ(BX ) ⊂ μBC1 where μ ≥ 1 then r ◦ Q is a uniformly continuous
map of μBC1 onto BX and r ◦ Q ◦ ψ is the identity on BX .

(iv) ⇒ (i). If BX is a uniform retract of BC1 then it is clear that X has a good
partition (by Proposition 6.1) and BX is approximable (since C1 has the (MAP)). �

7 The existence of globally uniformly continuous sections for quotient maps

We now consider the conditions which are necessary for the existence of a global
uniformly continuous (or coarsely continuous) section of a quotient map.

We will start with a simple proposition on the existence of uniform and coarse
sections.

Proposition 7.1 Let Y be a Banach space and let Z be a closed subspace of Y. Con-
sider the following conditions on Z:

(i) There is a uniform section of the quotient map Q : Y → Y/Z .
(i)′ There is a coarse section of the quotient map Q : Y → Y/Z .
(ii) There is a uniform retraction of Y onto Z.
(ii)′ There is a coarse retraction of Y onto Z.
(iii) The short exact sequence 0 → Z → Y → Y/Z → 0 locally splits.

Then (i) �⇒ (i)′, (ii) �⇒ (ii)′, (i) �⇒ (ii) �⇒ (iii) and (i)′ �⇒ (ii)′ �⇒
(iii).

Proof Most of the implications are trivial. The only implication requiring a proof is
(i i)′ �⇒ (i i i). Suppose ϕ : Y → Z is a coarse retract. We will prove the existence
of a bounded linear operator L : Y → Z∗∗ so that L(z) = z for z ∈ Z . This follows
directly from the argument of Theorem 7.2 of [3, p. 171]. �

Let X and Y be Banach spaces. We define H(X,Y ) to be the space of all maps
f : X → Y which are positively homogeneous, i.e.

f (αx) = α f (x), x ∈ X, α ≥ 0

and bounded, i.e.

‖ f ‖ = sup{‖ f (x)‖ : ‖x‖ ≤ 1} < ∞.
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It is clear that H(X,Y ) is a Banach space with this norm containing the space L(X,Y )
of all bounded linear operators. We will identify a subspace HU(X,Y ) as the set of
f such that the restriction of f to BX (and hence to any bounded set) is uniformly
continuous.

If ε > 0, for f ∈ H(X,Y ) we define ‖ f ‖ε to be the least constant L so that
L ≥ ‖ f ‖ and

‖ f (x)− f (x ′)‖ ≤ L max{‖x − x ′‖, ε‖x‖, ε‖x ′‖}, x, x ′ ∈ X.

It is easy to see that for each ε > 0, ‖ · ‖ε is a norm on H(X,Y ) which is equivalent
to the original norm; precisely

‖ f ‖ ≤ ‖ f ‖ε ≤ 2ε−1‖ f ‖, f ∈ H(X,Y ).

Observe that ‖ f ‖ε increasing in ε and supε>0 ‖ f ‖ε < ∞ if and only if f is a Lipschitz
map.

We will need the following easy Lemma.

Lemma 7.2 Let X be a Banach space and suppose x, z ∈ X with ‖x‖ ≥ ‖z‖ > 0.
Then

∥
∥
∥
∥

x

‖x‖ − z

‖z‖
∥
∥
∥
∥ ≤ 2

‖x − z‖
‖x‖

and

‖x − z‖ ≤ ‖x‖ − ‖z‖ + ‖z‖
∥
∥
∥
∥

x

‖x‖ − z

‖z‖
∥
∥
∥
∥ ≤ 3‖x − z‖.

Proposition 7.3 Suppose f ∈ H(X,Y ) and ϕ = f |∂BX . Then

(i) If ϕ is of CL-type (L , ε) where L ≥ 1, ε > 0 and ‖ϕ(x)‖ ≤ K for x ∈ ∂BX

then we have ‖ f ‖ε ≤ 2K + 4L .
(ii) If ‖ f ‖ε = L then ϕ is of CL-type (2L , 2Lε).

Proof (i) Suppose ‖x‖ ≥ ‖z‖ > 0. Then, using Lemma 7.2

‖ f (x)− f (z)‖ = ‖‖x‖ϕ(x/‖x‖)− ‖z‖ϕ(z/‖z‖)‖
≤ K‖x − z‖ + ‖z‖‖ϕ(x/‖x‖)− ϕ(z/‖z‖)‖

≤ K‖x − z‖ + L‖z‖
∥
∥
∥
∥

x

‖x‖ − z

‖z‖
∥
∥
∥
∥ + ε‖z‖

≤ (K + 2L)‖x − z‖ + ε‖z‖
≤ (2K + 4L)max{‖x − z‖, ε‖x‖}.
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(ii) If x, z ∈ ∂BX then

‖ϕ(x)− ϕ(z)‖ ≤ L max{‖x − z‖, ε} ≤ 2L(‖x − z‖ + ε).

�
Our interest in the norms ‖ · ‖ε is based on the following critical construction. We

will state and prove this Lemma in a slightly more general from than we need, because
we have in mind further applications. For our purposes here (7.5) can be simplified by
omitting the exponential terms, with a corresponding simplification of the proof.

Lemma 7.4 Let X and Y be Banach spaces and suppose t → ft is a map from [0,∞)

into H(X,Y ) with the property that for some constant K we have:

‖ ft‖e−2t ≤ K , t ≥ 0, (7.4)

and

‖ ft − fs‖ ≤ K (|t − s| + e−2t + e−2s), t, s ≥ 0. (7.5)

Define F : X → Y

F(x) =

⎧
⎪⎨

⎪⎩

0 x = 0

f0(x), ‖x‖ ≤ 1

flog ‖x‖(x) ‖x‖ > 1.

Then F is coarsely continuous.
If further for every t ≥ 0, ft ∈ HU(X,Y ) and the map t → ft is continuous then

F is uniformly continuous.

Proof First note that ‖F(x)‖ ≤ K‖x‖ so that F is continuous at the origin. Now
suppose ‖x‖ ≥ ‖z‖ > 0. For convenience we define ft = f0 if t < 0. Then if
‖x‖ ≥ 1,

‖ flog ‖x‖(x)− flog ‖x‖(z)‖ ≤ ‖( flog ‖x‖)‖1/‖x‖2 max{‖x − z‖, ‖x‖−1}
≤ K max{‖x − z‖, ‖x‖−1}.

If ‖x‖ ≤ 1 we have

‖ flog ‖x‖(x)− flog ‖x‖(z)‖ ≤ K max{‖x − z‖, ‖x‖},

so that in general

‖ flog ‖x‖(x)− flog ‖x‖(z)‖ ≤ K max{‖x − z‖,min(‖x‖, ‖x‖−1)}.
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We also note that

‖ flog ‖z‖(z)− flog ‖x‖(z)‖ ≤ K‖z‖
(

log
‖x‖
‖z‖ + min(1, ‖x‖−2)+ min(1, ‖z‖−2)

)

.

Since

‖z‖ log
‖x‖
‖z‖ ≤ ‖x‖ − ‖z‖ ≤ ‖x − z‖

we can combine to get a basic estimate

‖F(x)− F(z)‖ ≤ 2K‖x − z‖+2K min{‖x‖, ‖x‖−1}+K min{‖z‖, ‖z‖−1}. (7.6)

In particular,

‖F(x)− F(z)‖ ≤ 3K (‖x − z‖ + 1)

and F is coarsely continuous.
Now suppose each ft is uniformly continuous and the map t → ft is continuous.
Suppose ε > 0. We first pick δ0 > 0 so that

3K δ0 < ε/3.

Then we can fix a > 1 so that 3K/a < ε/3. It follows from (7.6) that if ‖x‖ ≥ ‖z‖ ≥
a, ‖x − z‖ < δ0 we have

‖F(x)− F(z)‖ ≤ 2K δ0 + 3K a−1 < ε.

Let b = log(a + 1). We pick an integer N > b so large that if 0 ≤ σ, τ ≤ b
and |σ − τ | ≤ b

N we have ‖ fσ − fτ‖ < ε/(3eb). This is possible since t → ft is a
continuous function.

Finally pick δ1 > 0 with δ1 < min( b
N , δ0) so that if u, v ∈ BX with ‖u − v‖ ≤ δ1

we have

‖ fkb/N (u)− fkb/N (v)‖ < ε/(3eb), 0 ≤ k ≤ N .

This is possible since each ft is uniformly continuous on BX .

Now assume ‖x − z‖ < δ1 with ‖x‖ ≥ ‖z‖ and ‖z‖ ≤ a so that ‖x‖ ≤ a + δ1 <

a + 1. If ‖x‖ ≤ 1 then

‖F(x)− F(z)‖ = ‖ f0(x)− f0(z)‖ ≤ ε/(3eb) < ε/3.

On the other hand if ‖x‖ > 1 we may find 0 ≤ k ≤ N so that

∣
∣
∣
∣log ‖x‖ − kb

N

∣
∣
∣
∣ ,

∣
∣
∣
∣log ‖z‖ − kb

N

∣
∣
∣
∣ ≤ b

N
.
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Hence

‖F(x)− fkb/N (x)‖, ‖F(z)− fkb/N (z)‖ < ε/3.

Also

‖ fkb/N (x)− fkb/N (z)‖ ≤ ‖x‖ε/(3eb) ≤ ε/3.

Hence

‖F(x)− F(z)‖ < ε.

Combining these estimates shows for all x, z with ‖x − z‖ < δ1 we have ‖F(x)−
F(z)‖ < ε, and hence F is uniformly continuous. �
Proposition 7.5 Let Q : Y → X be a quotient map.
(i) In order that there exists a global coarse section ψ : X → Y it is necessary and
sufficient that there exist a constant L, a sequence εn > 0 with limn→∞ εn = 0 and a
sequence of sections ϕn : ∂BX → Y so that ϕn is of CL-type (L , εn).

(ii) In order that there exists a global uniformly continuous section ψ : X → Y
it is necessary and sufficient that there exist a constant L, a sequence εn > 0 with
limn→∞ εn = 0 and a sequence of uniformly continuous sections ϕn : ∂BX → Y and
so that ϕn is of CL-type (L , εn).

Proof The proof for (i) and (ii) is similar. Assume we are in case (i). We apply
Lemma 7.4. We can suppose ϕn(x) = ϕn(−x) for x ∈ ∂BX (by replacing ϕn by
1
2 (ϕ(x) − ϕ(−x))). Then it follows that ‖ϕn(x)‖ ≤ L for all x ∈ ∂BX . Using Prop-
osition 7.3 we may suppose that we have fn ∈ H(X,Y ) so that Q ◦ fn = I dX and
‖ fn‖e−2n−2 ≤ 6L for n = 1, 2, . . . . Define for t ≥ 0,

ft (x) = (n + 1 − t) fn(x)+ (t − n) fn+1(x) n ≤ t < n + 1.

Then Q ◦ ft = I dX and ‖ ft‖e−2t ≤ 6L . Then we can apply Lemma 7.4. Case (ii)
follows similarly from Lemma 7.4. �

8 Examples based on global sections

Let X be a separable Banach space and consider a quotient map Q : �1 → X. As
described in §2, an old result of Lindenstrauss and Rosenthal shows that, if X is not
isomorphic to �1 then up to automorphism the quotient map Q : �1 → X is unique
[32; 33, p. 108].

For each n ∈ N we may renorm �1 to define a Banach space Yn by the norm

‖y‖n = max(2−n‖y‖, ‖Qy‖).

Then Qn = Q : Yn → X is also a quotient mapping. We will then construct a space
Z1(X) = (

∑∞
n=1 Yn)�1 .
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We will need the following lemma:

Lemma 8.1 (i) For all n, Yn is linearly isomorphic to �1 and so Z1(X) is a Schur
space.

(ii) For each n there is a subspace Vn of X ⊕∞ �1 so that Vn is isometric to Yn .

(iii) If X is a L1-space then the space Z1(X) is a L1-space.
(iv) If X is isomorphic to a locally complemented subspace of �1 then the space

Z1(X) is isomorphic to a locally complemented subspace of �1.

Proof (i) is trivial.
(ii) Define Sn : Yn → X ⊕∞ �1 by Sn y = (Qy, 2−n y).
(iii) and (iv). The hypotheses of (iii) and (iv) imply that X can be isomorphically

embedded into a space W as a locally complemented subspace, where W = L1 in
(iii) and W = �1 in (iv). We can suppose the embedding is isometric and denote the
embedding j : X → W . Thus Q∗ j∗ : W ∗ → �∞ is a map whose kernel is X⊥.

Now Yn can be identified with a subspace En of �1 ⊕∞ W of all pairs (2−nξ, Qξ)
for ξ ∈ �1. It will suffice to show the existence of a projection Pn : �∞ ⊕1 W ∗ → E⊥

n
with a uniform bound on ‖Pn‖.

Let V = ker Q. There is a bounded projection P : �∞ → V ⊥ = X∗. There is
also a bounded projection P ′ : W ∗ → X⊥ ⊂ W ∗. Observe that Q∗ j∗ P = P and
Q∗ j∗ P ′ = 0. Then

E⊥
n = {(ξ∗, w∗) : Q∗ j∗w∗ + 2−nξ∗ = 0}.

We define a projection Pn : �∞ ⊕1 W ∗ → E⊥
n by

Pn(ξ
∗, w∗) = (Q∗ j∗w∗, 2−n Pξ∗ + P ′w∗).

Then Pn is a projection and it is clear that sup ‖Pn‖ < ∞. �
Our first result partially answers a question raised by Ball [2]. Let H be a Hilbert

space and let E be a subset of H and suppose Y is a closed linear subspace of L p

where 1 < p ≤ 2. Then Ball [2] showed that any Lipschitz map f0 : E → Y where
1 < p ≤ 2 has a Lipschitz extension f : H → Y. At the same time he asked whether
a similar result holds when Y = L1. Later in [39] it was shown that similar results
hold if E is a subset of Lq where 2 ≤ q < ∞. In the linear setting results of Maurey
[35] show that if E is a closed subspace of X = Lq for q ≥ 2 and Y is a closed
subspace of L1 then any linear operator T0 : E → Y has an extension T : X → Y ;
more generally one only needs X of type 2 and Y to be of cotype 2 (see e.g. [34]).

We need the following fact from [22]:

Proposition 8.2 There is no locally uniformly continuous section of the quotient map
Q : �1 → �2. More generally if X has nontrivial type, there is no locally uniformly
continuous section of the quotient map Q : �1 → X.

Proof This is a special case of Theorem 7.6 of [22]. We remark that there is a misstate-
ment of Theorem 2.7 of [22] (an inaccurate quotation from [37]; n should be replaced
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by n − 2 for n ≥ 3) and hence in the quantitative estimate in Lemma 7.4. Of course
this does not affect the conclusion.

It also follows from Lemma 7.4 of [22] that there can be no locally uniformly con-
tinuous section of the quotient Q : �1 → X if X contains uniformly complemented
�n

2’s; a result of Figiel and Tomczak-Jaegermann [8] implies that this will happen when
X has nontrivial type. �
Theorem 8.3 There is a closed subspace Z of L1, a subset A of B�2 and a Lipschitz
map f : A → Z which has no uniformly continuous extension f ′ : B�2 → Z . In
particular BZ is not an AUR and is not uniformly homeomorphic to B�2 .

Proof We will choose the space Z = Z1(�2) which embeds into L1 by Lemma 8.1.
For each n let An be a maximal subset of B�2 with the property that 0 ∈ An and
‖x − x ′‖ ≥ 2−n for every x, x ′ ∈ An . For each x ∈ An pick u(x) ∈ �1 so that
‖u(x)‖ ≤ 2 and Qu(x) = x . Let fn : An → Yn = (�1, ‖ · ‖n) be the map fn(x) =
u(x). Then if x, x ′ ∈ An we have

‖ fn(x)− fn(x
′)‖ = max(2−n‖u(x)− u(x ′)‖, ‖x − x ′‖)

≤ max(4.2−n, ‖x − x ′‖) ≤ 4‖x − x ′‖.

We then consider H = �2(�2) and let Sn : �2 → H be the embedding into the
nth coordinate space. Let Ãn = Sn(An) and A = ∪∞

n=1 Ãn . We then define f : A →
Z1(�2) by f (x) = jn ◦ fn ◦ S−1

n (x) where jn : Yn → Z1(�2) is the canonical
embedding. If x ∈ Ãn and x ′ ∈ Ãm with m �= n we have

‖ f (x)− f (x ′)‖ = ‖ fn(S
−1
n x)‖ + ‖ fm(S

−1
m x ′)‖

≤ 2‖x‖ + 2‖x ′‖ ≤ 2
√

2‖x − x ′‖.

Thus f is a Lipschitz map.
Now suppose f̃ : BH → Z is a uniformly continuous extension, and let ω = ω f̃ .

Let f̃ (x) = ( f̃n(x))∞n=1 and then g̃n : B�2 → Yn is defined by g̃n(x) = f̃n(Sn x).
Let us pick n so large that 2−n + ω(2−n) < 1

2 . If x ∈ B�2 there exists x ′ ∈ An with
‖x − x ′‖ < 2−n . Hence

‖Qng̃n(x)− Qng̃(x ′)‖ ≤ ω(2−n).

Hence

‖Qng̃n(x)− x‖ ≤ ‖Qng̃n(x)− Qng̃(x ′)‖ + ‖x − x ′‖ ≤ 1
2 .

Now we can apply Lemma 6.5 to deduce that there is a uniformly continuous sec-
tionψ : B�2 → Yn of Qn .But this implies that there is a locally uniformly continuous
section of Q : �1 → �2 and contradicts Proposition 8.2. �
Remark The fact that L1 has a subspace Z so that BZ is not an AUR and hence not
uniformly homeomorphic to B�2 answers a question in [22]. We recall that if X is
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super-reflexive then BX is always an AUR and that for every subspace X of L p where
1 < p < ∞, BX is uniformly homeomorphic to B�2 . See [3, (p. 28 and p. 202)] for
details.

The fact that there is no extension result for Lipschitz maps from subspaces of
Hilbert spaces into Z does not quite answer Ball’s question about extensions into L1,
but does answer an alternate question that Ball might have posed! Thus it indicates
that there is no general result for range spaces of cotype 2 or for subspaces of L1.

Proposition 8.4 Let X be a separable Banach space and define the quotient map
Q̃ : Z1(X) → X by Q̃(yn)

∞
n=1 = ∑∞

n=1 Qn yn . Then

(i) Q̃ admits a coarse section.
(ii) If Q : �1 → X admits a locally uniformly continuous section then Q̃ admits a

uniform section.

Suppose X is isomorphic to X2. Then Z1(X) is coarsely homeomorphic to Z1(X)⊕
X; if Q : �1 → X admits a locally uniformly continuous section then Z1(X) is uni-
formly homeomorphic to Z1(X)⊕ X.

Proof Suppose C is any constant. For each x ∈ BX pickψ(x) ∈ �1 with ‖ψ(x)‖ ≤ C
and Qψ(x) = x . Suppose ωψ = ω. Let ψn(x) = ψ(x) regarded as a map into
Yn = (�1, ‖ · ‖n). Then ωψn (t) ≤ max(2−nω(t), t) ≤ t + 2.2−n . If we define ϕn :
BX → Z1(X) by ϕn(x) = Snψn(x) where Sn : Yn → Z1(X) is the canonical
embedding, we have Q̃ϕn(x) = x for x ∈ BX . Then ωϕn ≤ t + 2.2−n .

Now by Proposition 7.5 there is a coarse section of Q̃. If ψ can be chosen to be
uniformly continuous then each ϕn is uniformly continuous and the same result gives
a uniform section.

It now follows that ker Q̃⊕ X is coarsely homeomorphic to Z1(X) and these spaces
are uniformly homeomorphic in case (ii) which yields the last part of the Proposition.

�
Recently Johnson, Maurey and Schechtman [17] showed that the class of L1-spaces

is preserved under uniform or even coarse homeomorphisms. It is known that �1 is not
uniformly homeomorphic to L1 (an unpublished result of Enflo, see [3]).

Theorem 8.5 There exist two separable L1-spaces which are uniformly homeomor-
phic but not linearly isomorphic.

Proof Suppose X is a separable L1-space. We start with the quotient Q : �1 → X.
Note that X has a basis and embeds into L1. The unit ball BL1 is uniformly homeo-
morphic to B�2 ; hence BX is approximable and has a good partition. Hence there is
a locally uniformly continuous section of the quotient Q. By Proposition 8.4 Z1(X)
is uniformly homeomorphic to ker Q̃ ⊕ X. If X is isomorphic to X2 we can simply
reduce this to the fact that Z1(X) is uniformly homeomorphic to Z1(X)⊕ X. Notice
that Z1(X) is a separable L1-space by Lemma 8.1 (iii).

Take X = L1. Then Z1(L1) is uniformly homeomorphic to Z1(L1)⊕ L1 but these
space cannot be linearly isomorphic because the former is a Schur space (Lemma 8.1
(i)). �
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We can improve and refine this example a little to get two L1-spaces which embed
into �1.

Theorem 8.6 There exist two separable L1-spaces which are both subspaces of �1,
and are uniformly homeomorphic but not linearly isomorphic.

Proof To get this example we use the argument of Theorem 8.5 but take X = κ(L1).

Then by considering the quotient map �1 ⊕ �1 → L1 ⊕ L1 and using the Lindenstr-
auss–Rosenthal theorem [32] we conclude that κ(L1) ≈ κ(L1)

2.Hence Z1(κ(L1)) is
uniformly homeomorphic to Z1(κ(L1))⊕ κ(L1).

By Lemma 8.1 the space Z1(κ(L1)) is isomorphic to locally complemented sub-
spaces of �1 and hence can be identified with κ(W ) for some separable L1-space W .
But then by Proposition 2.2 the space W is a Schur space. However W ⊕ L1 is not a
Schur space and κ(W ⊕ L1) ≈ Z1(κ(L1)) ⊕ κ(L1). By the result of Lindenstrauss
[30] this implies that Z1(κ(L1)) is not linearly isomorphic to Z1(κ(L1))⊕ κ(L1).

�
Remark In particular there are two non-isomorphic subspaces of �1 which are uni-
formly homeomorphic. We will give a quite different proof of a similar statement for
�p for 1 < p < ∞ and c0 in [27].

Before continuing we prove a technical lemma on the embedding of asymptotically
uniformly smooth spaces into �1-sums.

Lemma 8.7 Let X be asymptotically uniformly smooth, and suppose Z =(∑∞
n=1 Yn)�1

is an �1-sum of Banach spaces Yn. Suppose f : X → Z is a coarsely continuous map
and f (x) = ( fk(x))∞k=1. Then given r > 0 and ε > 0, there exists w ∈ X, s > r
N ∈ N and a closed finite-codimensional subspace X0 of X so that

∞∑

k=N+1

‖ fk(w + x)‖ ≤ εs, ‖x‖ ≤ s, x ∈ X0.

Proof This is a standard mid-point argument. Let ρ = ρX be the modulus of asymp-
totic smoothness for X . Suppose K = limt→∞ ω( f ; t)/t . If K = 0 the conclusion is
trivial. We thus assume K > 0.Given r, ε > 0, we chooseη so thatρ(η) ≤ 2−2 K −1εη.

We then choose τ > 0 with ω( f ; τ) < (K + 2−3εη)τ and 2τη > r. We can pick
u, v ∈ X with ‖u − v‖ > 4τ and so that ‖ f (u)− f (v)‖ > K (1 − 2−3ε2)‖u − v‖.

We can choose N sufficiently large so that

∞∑

k=N+1

‖ fk(u)‖,
∞∑

k=N+1

‖ fk(v)‖ ≤ 2−3εη‖u − v‖.

Now for any x ∈ X we have

(K + 2−3εη)(‖u − x‖ + ‖x − v‖)
≥ ‖ f (u − x)‖ + ‖ f (x − v)‖
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≥ ‖ f (u − v)‖ + 2
∞∑

k=N+1

‖ fk(x)‖ − 2−2εη‖u − v‖

≥ (K − 3.2−3εη)‖u − v‖ + 2
∞∑

k=N+1

‖ fk(x)‖.

Hence

∞∑

k=N+1

‖ fk(x)‖ ≤ 1

2
K (‖u − x‖ + ‖v − x‖ − ‖u − v‖)+ 2−2εη‖u − v‖.

Let s = 1
2η‖u − v‖ so that s > r. If ‖x‖ ≤ s, then 2‖x‖/‖u − v‖ ≤ η. Hence we

may pick a closed subspace X0 of finite-codimension so that if x ∈ X0 and ‖x‖ ≤ s
then ‖ 1

2 (u − v)+ x‖ ≤ 1
2‖u − v‖(1 + (2K )−1εη). Then for x ∈ s BX0 ,

‖u − (w + x)‖ + ‖v − (w + x)‖ − ‖u − v‖ ≤ (2K )−1εη‖u − v‖.

Hence

∞∑

k=N+1

‖ fk(w + x)‖ ≤ 1

2
εη‖u − v‖ = εs.

�
For the next result, we recall a concept introduced in [23]. For r ≥ 1, we shall

denote by Pr (N) the collection of r -subsets of N. This is a graph if we say that distinct
vertices {m1, . . . ,mr } and {n1, . . . , nr } are adjacent if they interlace i.e. either

m1 ≤ n1 ≤ m2 ≤ · · · ≤ mr ≤ nr

or

n1 ≤ m1 ≤ n2 ≤ · · · ≤ nr ≤ mr .

Then Pr (N) becomes a metric space under the path metric in the graph. We say that a
Banach space X has property Q if there is a constant QX > 0 so that if f : Pr (N) → X
is Lipschitz with constant L , then given λ > 1 there is an infinite subset M of N so
that diam f (Pr (M)) ≤ λQ−1

X L . As shown in [23], if BX uniformly embeds into a
reflexive space then X has property Q.

Theorem 8.8 Let X be a separable asymptotically uniformly smooth Banach space
and suppose Z = (

∑∞
n=1 Yn)�1 is an �1-sum of Banach spaces Yn with the property

that each BYn can each be uniformly embedded into a reflexive Banach space. If there
is a coarse Lipschitz embedding f : X → Z which is also uniformly continuous then
X is reflexive.
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Proof We first note that the unit ball of VN = Y1 ⊕1 · · · ⊕1 YN for each fixed N
uniformly embeds into a reflexive space. Hence, using [23], VN has property Q with
constant QN > 0. Let PN denote the canonical projection of Z onto VN .

We start by fixing some x∗∗ ∈ X∗∗ \ X , with ‖x∗∗‖ < 1.
Let us assume that f obeys an estimate

‖ f (u)− f (v)‖ ≥ ‖u − v‖, ‖u − v‖ ≥ 1.

For any ε > 0 we may use Lemma 8.7 to produce w ∈ X, s > 1/ε, a finite-codi-
mensional subspace X0 of X and N ∈ N so that

∞∑

k=N+1

‖ fk(w + x)‖ ≤ εs x ∈ X0, ‖x‖ ≤ s.

We also let ω(t) = ω( f ; t) be its modulus of continuity.
Since X cannot contain a copy of �1 we can find a weakly Cauchy sequence (xn)

∞
n=1

in BX which converges weak∗ to x∗∗ and such that xm − xn ∈ X0 for every m �= n.
By passing to a subsequence we can suppose (xn)

∞
n=1 is spreading i.e. that for every

finite sequence of scalars (a j )
k
j=1 the limit

lim
(n1,...,nk )→∞

∥
∥
∥
∥
∥
∥

k∑

j=1

a j xn j

∥
∥
∥
∥
∥
∥

=
∥
∥
∥
∥
∥
∥

k∑

j=1

a j e j

∥
∥
∥
∥
∥
∥

exists and defines a spreading model. Since X is asymptotically uniformly smooth we
have an estimate

∥
∥
∥
∥
∥
∥

2r∑

j=1

(−1) j e j

∥
∥
∥
∥
∥
∥

≤ Cr θ , 1 ≤ r < ∞

for some constant C and 0 < θ < 1.
Let us define a map hr : Pr (N) → Z by

hr (n1, n2, . . . , nr ) = f (w + s

r
(xn1 + xn2 + · · · + xnr )).

For a fixed r we may find q so that if q < m1 ≤ n1 ≤ m2 ≤ n2 ≤ · · · ≤ mr ≤ nr

then

∥
∥
∥
∥
∥
∥

2r∑

j=1

(xn j − xm j )

∥
∥
∥
∥
∥
∥

≤ 2Cr θ .
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Thus there is an infinite subset M of N so that if (m1, . . . ,mr ), (n1, . . . , nr ) ∈ Pr (M)

we have

‖PN hr (n1, . . . , nr )− PN hr (m1, . . . ,mr )‖ ≤ 2Q−1
N ω(2Cr θ−1s).

Hence

‖hr (n1, . . . , nr )− hr (m1, . . . ,mr )‖ ≤ 2Q−1
N ω(2Cr θ−1s)+ 2εs.

Since εs > 1, the properties of f gives us that

s

r
‖(xn1 + · · · + xnr )− (xm1 + · · · + xmr )‖ ≤ 2Q−1

N ω(2Cr θ−1s)+ 2εs

or
∥
∥
∥
∥
∥
∥

1

r

r∑

j=1

xn j − 1

r

r∑

j=1

xm j

∥
∥
∥
∥
∥
∥

≤ 2Q−1
N ω(2Cr θ−1s)/s + 2ε.

Taking limits as n1, . . . , nr → ∞ but m1, . . . ,mr are fixed, gives the estimate

d(x∗∗, X) ≤ 2Q−1
N ω(2Cr θ−1s)/s + 2ε.

We can now let r → ∞ to get (this is where we use limt→0 ω(t) = 0)

d(x∗∗, X) ≤ 2ε.

Thus we have x∗∗ ∈ X. �
The next theorem answers a question of Johnson, Lindenstrauss and Schechtman

[16].

Theorem 8.9 There exist separable Banach spaces X and Y which are coarsely
homeomorphic but not uniformly homeomorphic.

Proof Consider the space Z1(c0) which is coarsely homeomorphic to Z1(c0)⊕ c0 by
Proposition 8.4. However, Z1(c0) and Z1(c0)⊕c0 cannot be uniformly homeomorphic
since c0 is asymptotically uniformly smooth and so does not coarse Lipschitz embed
into Z1(c0) via a uniformly continuous map by Theorem 8.8. �
Remark Of course any non-reflexive asymptotically uniformly smooth space can be
used in place of c0.

The above theorem also implies that the existence of a coarse section for a quotient
map Q : Y → X does not in general imply the existence of a uniform section. For a
special type of example this can be proved in wider generality:
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Theorem 8.10 Suppose X is asymptotically uniformly smooth and has non-trivial
type. Assume further X has a shrinking (FDD). Then there is no uniformly continuous
section of Q̃ : Z1(X) → X.

Proof We use Lemma 8.7. Since X has shrinking (FDD) it follows that there is a
constant C so that every closed subspace E of finite codimension contains a further
closed subspace E0 of finite codimension which is the range of a projection of norm
at most C.

Taking 0 < ε < 1/C we can find w ∈ X, s > 0, N ∈ N and a subspace of finite
codimension X0 so that

∞∑

k=N+1

‖ fk(w + x)‖ ≤ εs, x ∈ X0, ‖x‖ ≤ s.

In fact, we may choose X0 to be the range of a projection R of norm at most C. Let
VN be the subspace of Z1(X) consisting of all sequences (ξn)

∞
n=1 so that ξk = 0 for

k > N . Let P be the canonical projection of Z1(X) onto VN . Then

‖ f (w + x)− P f (w + x)‖ ≤ εs, x ∈ X0, ‖x‖ = s.

Thus

‖Q̃ P f (w + x)− w − x‖ ≤ εs, x ∈ X0, ‖x‖ = s.

If we define

ψ(x) = 1

s
(Q P f (w + sx)− w)

then ψ : ∂BX0 → VN is uniformly continuous and

‖RQ̃ψ(x)− x‖ ≤ Cε < 1.

Renorm VN with the equivalent norm ‖v‖1 = max(‖v‖, ‖RQ̃v‖). Then RQ̃ :
(VN , ‖ · ‖1) → X0 is a quotient map. By Proposition 6.5 there is a uniformly continu-
ous section g : BX0 → VN . Since VN is isomorphic to �1 and X0 has non-trivial type
this is a contradiction to Proposition 8.2. �
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42. Pełczyński, A.: Any separable Banach space with the bounded approximation property is a comple-

mented subspace of a Banach space with a basis. Studia Math. 40, 239–243 (1971)
43. Ribe, M.: Existence of separable uniformly homeomorphic nonisomorphic Banach spaces. Israel J.

Math. 48, 139–147 (1984)
44. Weaver, N.: Lipschitz algebras. World Scientific Publishing, River Edge (1999)
45. Zippin, M.: Banach spaces with separable duals. Trans. Am. Math. Soc. 310, 371–379 (1988)

123


	The uniform structure of Banach spaces
	Abstract
	1 Introduction
	2 Preliminaries from linear Banach space theory
	3 Preliminaries from nonlinear theory
	4 Approximable metric spaces
	5 Lipschitz and uniform retractions
	6 The existence of local sections for quotient maps
	7 The existence of globally uniformly continuous sections for quotient maps
	8 Examples based on global sections
	References


