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Abstract

We answer a question of Alex Koldobsky. We show that for each —oo < p <2 and eachn > 3 — p there
is a normed space X of dimension n which embeds in Ly if and only if —n <s < p.
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1. Introduction

Let || - || be a norm on R”. A well-known fact, proved by Koldobsky, is that if p > 0 and not
an even integer then X = (R”, | - ||) embeds isometrically into L, ifand only if I'(—p/2)| - || is
a positive definite distribution outside of the origin (see [10, Theorem 6.10]). In [8] this idea was
extended to the case when p < 0. Let S(R") denote the Schwartz class of the rapidly decreasing
functions on R”. If p < 0 and n + p > 0 then the function ||x||? is locally integrable and we say
that X embeds (isometrically) into L, if the distribution || - ||” is positive definite, i.e. for every
non-negative even test function ¢ € S(R"),

((-17)", ¢) > 0.
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This can be expressed in the following form: We say that X = (R", || - ||) embeds into L ,, where
p <0 < p+n, if there exists a finite Borel measure 1 on S"~1 so that for every even test

function ¢ € S(R")
/ ( / rf’lés(r&)dt) du(). (L.1)

/IIXII%(X)dx =
R” sn—1 0

Later in [4] the appropriate definition for p = 0 was explored: a normed space X embeds into Lg
if and only if —In||x|| is positive definite outside of the origin of R”.

Part of the motivation for this definition is its connection to intersection bodies. The class of
intersection bodies was defined by Lutwak [12] and played an important role to the solution of
the Busemann-—Petty problem. Let K and L be two origin symmetric star bodies in R”. We say
that K is the intersection body of L if the radius of K in every direction is equal to the volume
of the central hyperplane section of L perpendicular to this direction, i.e. for every & e §"~1,

€l = Vol,_1 (L NEL),

where || x| g = min{a > 0: x € aK} is the Minkowski functional of K. Note that if K is convex
then || - ||k is a norm. The class of intersection bodies is defined as the closure, in the radial
metric, of the set of intersection bodies of all star bodies. This class was extended in [7] and [9],
to the class of k-intersection bodies, where k € N: Let 1 < k < n. We say that an origin symmetric
star body K in R” is a k-intersection body if there exists a finite Borel measure u on $"~1 so
that for every even test function ¢ in R”,

/ el () dx = / ( f rk—%(ré)dr) ).
Rn

sn—1 0

Koldobsky in [9] showed that X embeds into L_; if and only if its unit ball is a k-intersection
body. For more on k-intersection bodies see [10, Chapters 4 and 6], or [11, Chapters 6 and 7].

If n > —p, we denote by 7,(n) the collection of the finite-dimensional Banach spaces X
of dimension n which embed into L, where —oco < p < oo; we will adopt the convention
that 7,(n) = B,, the collection of all spaces of dimension n» when n < —p. It was shown by
Koldobsky [8] that if p <3 —n then Z,(n) = B,. Let Z, = | J,,cnZp(n). A classical result of
Bretagnolle, Dacunha-Castelle and Krivine [1] shows that if 0 < p < g <2thenZ, C Z,. Com-
bining results of [4] and [8] gives that Z, C 7, where g € [0, 2] and p < ¢. It is, however, an
open problem whether the same is true when ¢ < 0. E. Milman [13] showed that if m € N and
p<0thenZ, C Zyp.

A second problem in this area is to establish whether the classes 7, (n) for —oo < p < 1 are
really distinct (see for example [11, p. 99]). In this article we give a complete answer to this
question. Previously only some partial results have been established. For the case 0 < p <1, it
is shown in [2] that if 0 < p < s < 1 then I, # Z,. However the methods of [2] are infinite-
dimensional and only show that for given 0 < p < ¢ <1 we have 7,(n) # Z,(n) for some
n=n(p,q). It was noted in [4] that the space R @ ¢7 belongs to Zo for all n but for each
p > 0 there is an n € N so that R @, ¢] ¢ Z,,. In the case where p,g < 0 it is clear that if
p <3 —n < q then Z,(n) is strictly contained in Z,(n) = B,. In fact £ ¢ Z,(n) if 2 < s < 00



988 N.J. Kalton, M. Zymonopoulou / Advances in Mathematics 227 (2011) 986-1018

(see [10, Theorem 4.13] or [6]). For other values of n, there are some recent partial results.
In [15] it was shown that Z_4(n) \ Z_2(n) # ¢ for all n > 7 (and hence for n > 5) and that
Z_13(m)\Z_1/6(n) # @ forall n > 4. More recently Yaskin [16] showed that if / < k are integers
and k > 3 —nthen Z;(n) \ Zy (n) # 9.

Our main example is that if X = £5' @, ZZ where 1< g <r<2andn>2then X €7, ifand
only if p < g —m. Thus it follows immediately that if p € (3 —n, 0) there exists a normed space
X sothat X € 7, (n) but for every ¢ > p, X ¢ 7,(n). Note that even in the case when0 < p < 1
this improves considerably the results in [2] and the examples are much more natural.

This article is organized as follows: In Section 2 we give some basic definitions on isometric
embeddings. Our approach is probabilistic rather than the usual distributional approach from [10]
or [11]. We prove the equivalence between the two approaches.

Sections 3 and 4 are devoted to some preparatory work on stable random variables and the
Mellin transform of a general absolute norm, respectively. We consider the absolute direct sum
of normed spaces. Let X and Y denote two finite-dimensional Banach spaces. Let N be any
absolute normon R?, i.e. N(x, y) = N(|x|, |y|), satisfying the normalization property N (1,0) =
N(0,1) = 1. We consider the absolute N-direct sum of X and Y, denoted X @y Y that is defined
as the space of pairs {(x, y), x € X, y € Y} equipped with the norm N:

|| =N(ixlix, Ivlly), xeX, yeY.

In the special case where N (x, y) = (|x|” + |y|)Y", wewrite X ®y Y = X @, Y.

In Section 5 we examine the situation when X @y Y € Z,,. There is an earlier result of Koldob-
sky of this type; see [10, Theorem 4.21] or [5]. Koldobsky shows that if p <0 <2 < ¢ and
X @y Y €I, withdimY > 1 then dimX < 2 — p. In fact these results hold under the more
general hypothesis if p <2 < g.

A typical result we prove is that if » <2 and X @, Y € 7, where p < 2 then X € Z, as long
as p < g <m+ p where m =dimY. We consider a more general absolute norm N and use
functional analytic and probabilistic methods as well as the theory of Gaussian processes.

The remainder of the paper is devoted to showing that the examples X = ¢35 @, £ where
1<g<r<2andn >2belongtoZ, if p <q—m. This requires a probabilistic approach using
stable random variables.

2. Gaussian embeddings

Throughout this paper, (£2, u) will be a Polish space with a o-finite Borel measure and
M(82, ) will be the space of all real-valued measurable functions on 2. In the special
case when 1 (£2) =1 we say that w is a probability measure and the members of M (£2, )
are then called random variables. Let X be a finite-dimensional normed space and suppose
T:X — M(£2, u) is a linear map. Suppose 0 < p < oo. We shall say that T is a ¢-standard
embedding of X into L,(£2, ), where ¢ > 0, if

1
IIXIIPZC—p/ITXIPd/L, xeX.
2
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Let (2, P) be some probability space. A measurable map & : 2" — X is called an X-valued
Gaussian process if it takes the form

m
&= Z ViXj
j=1

where x1, ..., x, € X and {y1, ..., v} is a sequence of independent normalized Gaussians. The
rank of & is defined to be the dimension of the space spanned by {x1, ..., x,,}; we say that & has
full rank if its rank is equal to the dimension of X.

Suppose —oco < p < oo and X has dimension n > —p. A linear map 7: X — M(£2, ) is
called a c-Gaussian embedding of X into L ,(£2, n) if

n

p/2
1
Elléllp=c—p/<Z(ij)2> du 2.1)

2 V=1

whenever & is an X-valued Gaussian random variable of full rank. In fact it can be shown quite
easily that (2.1) holds for all & of rank greater than —p. It should be noted that if p < —1itis
not generally true that [ |7x|? < oo for each x € X.

It will be important for us that the existence of a Gaussian embedding in L, in the case when
p < 0 is equivalent to the fact that X e Z,, according to the definition in [8] via positive definite
functions (see (1.1)). One direction of this equivalence appears implicitly in [3] but the converse
direction has not apparently appeared before, although it has been known for a number of years.

We first need a preparatory lemma. Let g, denote the density function

ga(x) = (?_n)_"/za_"e_lxlz/zaz, x € R".

For y € Y we define 2,(x) = (x,y). If f € S(R") we denote by 7, f the function 7, f(x) =
fx—=y).

Lemma 2.1. Suppose n € N and p € S’'(R") is such that (e~ 4% p) =0 for every positive
definite matrix A. Then for a > 0 and fixed y € R", we have

(Tyga+r—y'gaa p) =0, yeR”.

Proof. We start with two observations about the case n = 1. First we observe that the map
{z: Rez > 0} > S(R) defined by z e~ /2 s analytic into the locally convex Fréchet space
S(R). Similarly so is the map C — S(R) defined by z > e=@*@*+2¥3/2_ From this it is easy
to deduce that if u € R" is a unit vector and a > 0 then the map E,(z)(x) = g (x)e*wz()‘*“)2 is
analytic for Rez > —a?. Similarly D, ,(z)(x) = g4 (x)e~2@*@) js analytic on C.

By assumption (E,(z), p) =0 if z > —a? is real. Hence (E,(z), p) = 0 for all z with Rez >
—a?. In particular (Eék) (0),p)=0fork=0,1,.... This implies that (h,(fk)ga, p) =0 forall k.

Now Dék,), O)(x) = h’;ga. Hence it follows that all the derivatives of po D, ,,(z) +po Dy, —y(2)
vanish at 0 and thus (D, ,,(z) + D4, —u(2), p) =0 for all z € C. In particular

¢*(Dau(2) + Da—u(z), p) =0, 130,
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which implies

(truga +7—tu8a>p) =0, 0<1 <o0.
Thus

(ty8a +7-y8a,0) =0, yeR". O

Proposition 2.2. Suppose p < 0. Let X be a normed space of dimensionn > —p. Then X € 7,
if and only if there is a Polish space 2, a o-finite Borel measure w on £2 and a linear map
T:X — M(£2, ) which is a c-Gaussian embedding into L ,($2, ) for some ¢ > 0.

Proof. First we assume that X € Z,. Identify X with R" and suppose 1 is the finite Borel
measure on $”~1 given by (1.1). Then Lemma 3.2 of [3] gives that the canonical map Tx(u) =
(x, u) defines a c-Gaussian embedding of X into L,,(S"*l, nw.

Let us prove the converse. Assume T : X — M(8£2, ) is a c-Gaussian embedding of X into
L, (82, n). As usual we identify X with R” and denote by | - | the usual Euclidean norm. Let
{e1,..., ey} be the canonical basis. Define @ :2 — R” by & (w) = (Te.,'(a)))'}zl. Note that
|® (w)| > 0 pw-almost everywhere. Let du’ = |® (w)|? dw; then i is a finite Borel measure on £2.
Let 7z be the canonical retraction of R” \ {0} onto $”~1 defined by 7 (x) = x/|x|. We define a
finite positive Borel measure v on "1 by v = ¢~ P27+ (D (=p/2) "ty o @ Lox L.

Suppose x1, ..., x, are linearly independent in X and let & = Z';Zl yjx; be an X-valued
Gaussian process. Let ¢ be the probability density function associated to this process. Then

n p 1 n p/2

2
Zijj =C—p/<Z|ij| ) du.
j=1 o \j=1

/ IxlI”y (x)dx = E

Rn

Use the definition of the measure w’ and then of v. So the latter is equal to

1 n p/2
== (Z(xj, 71'<D(a)))2> di (o)
2

j=1

n p/2
=272711(p/2) /( (x]-,u)z) dv(u). (2.2)
j=1

sn—1

Now, by the definition of the Gamma function (2.2) becomes

o
= //I_P—le*’ZZZ":l(xw)z/zdtdv(u)
sn=10

= //t—l’—ll/}(m)dzdu(u),

sn—-10

where v is the characteristic function of the process.
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Thus if P is a positive definite matrix and v (x) = e~ "**) then

/lell”w(x)dx—/t p=1 / U (tu) dv(u) dt.

R~ 0 sn—

Let us define a distribution p € S’ by

e¢]

(P V) = f 1P () dx — / fr-1 / Ity dvu) d.
R” 0

sn—1

Then p satisfies the conditions of the preceding lemma, and so we have:

[lellp Sa(x +y)+ ga(x —y))dx =2 ft p-t / cos(y, tu)gq (tu) dv(u)dt. (2.3)

sn—1

Now let ¢ be an even test function on R”. Then

1
& * ga(x) =/ga(x =) dy= §/¢(y)(ga(x — )+ 8a(x +y))dy
R7 R7
Thus, using the above equality, Eq. (2.3) and since g, (x) = e~ /2, we have

/IIXII"¢>*ga(X)dx— /qﬁ(y)/llxll” (8a(x = ¥) + ga(x +y)) dxdy

Rll
=/¢(y)/fp*1 / cos(y, ru)e ™12 dv(u) dt dy.
n 0 sn—1

We apply Fubini’s theorem to get

it f e /2/Cos(y,tu)qb(y)dydv(u)dt

sn—1

C>L-~"°8 O“~—._58

t_p_l / e—t2a2/2¢;(m) dv(u)dt,

since ¢ is even. Letting a — Owe get (1.1). O

Let us remark that in the above proposition the space X need not be a Banach space. In
other words, the existence of a Gaussian embedding of X into some L, for p <0, requires no
convexity for its unit ball.
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We will not need to consider the case p = 0 separately; this can always be handled by reducing
to the case p < 0. We refer the reader to [4] for a discussion of this case.
The following fact is very elementary but will be used repeatedly.

Proposition 2.3. Let X be a finite-dimensional normed space. Then the set of p so that X € 7,
is closed.

Proof. Suppose ¢ is a limit point of the set P = {p: X € Z,}. If ¢ < —dim X then the result
holds trivially by the definition of Z,. Suppose —dimX < g < 0; then g € Z, by Lemma 1
of [6]. For ¢ = 0 a modification of Theorem 6.4 of [4] gives the result. If ¢ > 0 then the fact that
g € I, is well known (and follows from considerations of positive definite functions). O

3. Moment functions

In this section we will discuss moment functions of positive measurable functions on a mea-
sure space (£2, ) and of random variables.
We first record for future use:

Proposition 3.1. Let (£2, 1) be a o-finite measure space and suppose U/ is an open subset
of C". Let ¢: 82 x C" — C be a function such that for each (z1,...,z,) € U the map w
¢(w, z1,...,2,) IS measurable, and for each w € 2 the map (z1,...,2,) — ¢ (w,21,...,2,) IS
holomorphic on /. Let

45(11,...,z,,):/|¢(a),zl,...,zn)|du(w), (21, ..., 22) €U.
2

Assume that for every compact subset K of &/ we have

SUp{@ (21, ..., za): (21, ..., 20) €K} < 00.

Then

F(Z1,-..,Zn)=f¢(w,zl,...,zn)du(w)
2

defines a holomorphic function on i.

Let us assume for the moment, merely that w is o -finite. The distribution of f € M(£2, ) is
the positive Borel measure vy on R defined by vy (B) = pu{w: f(w) € B}. If f e M(£2, 1) and
fre M($2', ')y we write f~ f"if fand f’ have the same distribution, i.e. vy =v . We also
write £ ® f’ for the function f ® f'(w, @) = f(w) f' (') INn M(2 x 2/, x u').

We say that f € M(£2, u) is positive if u{f <0} =0. In this case v restricts to a Borel
measure on (0, oo), and we write f € M, (82, w).

Proposition 3.2. Let f € M (£2, n), and suppose f7 is integrable for a < p < b. Define

F(z):/fzd,u, a <Rez <b.
2
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Then, F is analytic on the stripa < Rez < b and

(i) ifliminf,_, F(p) < oo then
lim F(p):/fbdu<oo;
p—b

(ii) if liminf,_,, F(p) < oo then
lim F(p):/f“du<oo;
p—a

(iii) if F can be extended to an analytic function on («, ) where @« < a < b < B then f? is
integrable for « < p < 8 and

F(z):/fzdu, a<Rez<§B.

2

Proof. The fact that F is analytic follows from Proposition 3.1. (i) and (ii) follow easily from
Fatou’s Lemma.

We now prove (iii). Let ¢ be the supremum of all a < & < b such that f< is integrable on
(a,&) and

F(z)=ffzdu, a<Rez<é&.
2

We will show that ¢ = 8. Then a similar argument for the left-hand side of the interval will
complete the proof.
Assume that ¢ < 8. The function £ x(r<u, is integrable for « < Rez < 8. Let

Fo(z) = f ffdup, a<Rez<§8.
{r<1
Let F1(z) = F(z) — Fo(z). Then
filog fY"du=F"(z), a<Rez<c,m=0,1,2,....
{r>1
Using Fatou’s Lemma, as z — ¢, we see that

fc(|09f)mdu<|iminf / fz(|09f)"’du=F1(’")(c)
=4 >1
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and hence there exists 0 < 7 < 8 — ¢ so that

oo
1 :
ftdu = E — / fClog H™"Mdu <00, O0<t<r.
m.:
(/>1) m=0"" >y

It follows that
Fi(z) = f f*du, a<Rez<c+r,
{f>1}

which implies that

F(z)szzdu, a<Rez<c+r.
2

The latter contradicts the choice of c. O

We now recall the definitions and properties of some elementary random variables. Let y be
a normalized Gaussian random variable. Then y has the distribution of the function f(t) =t on
R with the measure (277)~Y2¢=**/2. We will use (7)., to denote a sequence of independent
normalized Gaussians defined on some probability space.

It is known that if y is a normalized Gaussian r.v. then for —1 < p < oo, E(Jy|?) < co. We
define

G(iz)= E(|y|z), —1 <Rez <. (3.1)

It is in fact easy to give formulae for G,

1 .0 2I(2)
_ = 9z/2 —2—z/2 - —
G(z) = ﬁz M(z+1)/2)=2 T2’ 1 <Rez < oo. (3.2)
This uses the following important formula (see [14, p. 45])
z—1
') = ﬁF(z/Z)F((z—i—l)/Z), 7#0,-1,-2,.... (3.3)

It will be convenient to use G in later calculations.
We denote by ¢, a normalized positive p-stable random variable where 0 < p < 1, which is
characterized by

E(e™"%r) = e 0<t<oo.

From the formula

oo
X*T(-2) = / e dt
0
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and analytic continuation it is easy to deduce that

(-
D,(z) = ]E(gof,) = % —o0 < Rez < p. (3.4)

Finally, for 0 < p < 2 we use yr,, to denote a normalized symmetric p-stable random variable
which is characterized by

E(eitw") —e " _co<t<oo.
It may be shown that v, =~ ,/2¢,,> ® y so that
W, (2) =E([Yp°) = 292®,2(/2)G(z), —1<Rez<p.

Let us remark at this point that the functions G, @, and ¥,, are superfluous in that they can
each be expressed fairly easily in terms of the Gamma function. However it seems to us useful
to keep them separate in order to follow some of the calculations later in the paper.

We will need the following lemma later:

Lemma 3.3. Let y1,..., ¥, be independent normalized Gaussian random variables, then if
Rew > —1,Re(w +2) > —m

Gw)Gw+z+m-—1)
Bl ¥ (v2 4 . .. 2\2/2 _ )
(i) Gw+m—1)

Proof. Itis easy to calculate

G(iz+m-—1)

2
B+ ) =Ty

, Rez>-—-m.

Note that y1(y2 + - -+ »2) Y2 and (yf + - - - + y,2)Y/2 are independent. Hence for Rew > —1

w w —w G(w+m—l)
G =E(Inl") =E(nl” (o + -+ 7)) 750 =
Thus
w2 .. 2\—w/2\ G(w)G(m —1)

Finally, again using independence

_Gw)Gw+z+m—1)
- Gw+m—1) '

E(pl” (v +---+72)"%)
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4. Médllin transforms and absolute norms

Let f be a complex-valued Borel function on (0, co). Let J be the set of a € R such that
r d
t
/f“|f(t)|7 < 00.
0

Itis known that J ¢ is an interval (possibly unbounded) which may be degenerate (a single point)
or empty. If J; = @ we define the Mellin transform of f by

Mf(z)=/t_1_zf(t)dt, z € Jy.
0

Then by Proposition 3.1, Mf is analytic on the interior of J (if this is nonempty). For the
general theory of the Mellin transform we refer to [17].

The following are some basic facts about the Mellin transform that will be used throughout
this article. The first part of the proposition is a Uniqueness theorem of the transformation.

Proposition 4.1.

(i) Suppose f, g are two Borel functions defined on (0,00) anda e Jy N Jg. If Mf(a +it) =
Mg(a+it) for —oo <t < oo then f(¢) = g(¢) almost everywhere.

(ii) Suppose f is a Borel function on (0, co). Suppose E is an analytic function on the strip
a < Rez < b and that there exist a < ¢ <d < b sothat (¢,d) C Jr and Mf(z) = E(z) for
c<Rez<d.Then (a,b) C Jrand Mf(z) = E(z) fora <Rez < b.

Proof. For (i) see [17, Theorem 4.3-4], while (ii) is a restatement of Lemma 4.5 for the measure
f®de/t. O

Let N be a normalized absolute norm on R2. Thus N is a norm satisfying N(0,1) =

N(1,0)=1and N(u, v) < N(s,t) whenever |u| < |s| and |v| < |¢]. We define an analytic func-
tion of two variables by

o
Fyw,2) =/t—z—11v(1, H¥*2dt, Rez<0, Rew <O0.
0

For p < 0 the Mellin transform of N (1, 7)? is given by
Mpn(z)=FnN(p—2z,2), Rez<O.

Notice that if N'(s, 1) = N(t, s) then Fy/(w, z) = Fn(z,w). Thus M, x/(z) = M, y(p — 2) for
Rez < 0.
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For the special case of the ¢,,-norm we define

e ¢]

1 1
Foo(w, 2) :/t‘z‘l max{l, 1}***dr=—-— =, Rez<0, Rew <O0. 4.1)
Z w
0
We write
Mp,oo(Z) = , Rez<D0. (4.2)

z2(z—p)

The following lemma is an immediate deduction from the Mean Value Theorem:
Lemma 4.2. Suppose w € C. Then:
|(L+0)" -1 < Jw2Rev=tr <22l 0<r <1, (4.3)
and

1
E((1+t)w+(1—t)"f)—1'<|w|(|w|+1)2Rew2t2<23'w't2, 0<r<1/2. (4.9

In view of Lemma 4.2 we define

o0
Fy(w,2) =/t‘z‘1(N(1, )V —max{1, 1}**%) dt
0

on the region {(w, z): Rew < 1, Rez < 1}. Then applying analytic continuation we have

Fy(w,2) = Fy(w,2) + = + .
w ooz
The following lemma is immediate, using Proposition 3.1 and Egs. (4.3), (4.4):

Lemma4.3. Suppose 1 < r, s < oo and N is a normalized absolute norm satisfying the estimates
N@,1) <1+Ct, 0<r<l,

and
N¢ 1D <1+Cr, 0<r<l.

Then Fy extends to an analytic function of (w,z) on the region S = {(w,z): Rew < s,
Rez <r}.

This lemma allows us to define F (w, z) when Rew < s, Rew < r and w, z % 0. We may
then extend the definition of M, y(z) to the case p <r and 0 < Rez < p; then M, y is an
analytic function on this strip.

The following proposition explains our interest in the function Fy.
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Proposition 4.4. Let X and Y be two normed spacesand let Z=X @y Y. If x € X C Z and
yeY c Zwith | x|, |yl # 0 then

oo
/f“lﬂx +ty||V T dt = Fy(w, 2)||x[|”]lyI°, Rew,Rez <0. (4.5)
0

Proof. Assuming | x|, ||yl # 0, we observe that

o8}
(e ay dr = ) / RN (Ll /) de
0

e¢]

= IIXIlwllyIIZ/fl*ZN(l, vz O
0
Let us recall the Euler Beta function:
i I'(w)l'(z)
B(w,z) = o/xw—l(l —x)ldx = TwTo)" Rew,Rez > 0.

Making the substitution x = (1 + r)~! we get the alternative formula:
o0
B(—w,—2) = / A+ ) dr, Rew,Rez <O. (4.6)
0
Hence if u, v > 0 and Rew, Rez < 0, we have
r 1
/fzfl(ap + ﬁptp)(w“)/p dt = —a"B*B(—w/p, —z/p). 4.7
p
0

In particular if N (s, 1) = (|s|? +|¢|7)Y/4 is the £4-norm we have an explicit formula for F, = Fy
1
Fq(w,z)ng(—w/q,—z/q), Rew,Rez <0. (4.8)

As before we regard (4.8) as the definition of F, when Rew < ¢, Rez < ¢ and w, z # 0. Then
for p < 0 we can define

1
Mpq(2) = 53((Z - p)/g.-z/q). Rez<0. (4.9)

If 0 < p < ¢ the same definition gives an analytic functionon 0 < Rez < p.
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Lemma4.5. Suppose 1 < r, s < oo and N is a normalized absolute norm satisfying the estimates
N1 " <1401, 0<r<],
and
N, D' <1+Ct, 0<r<l
Then the function (w, z) — Fy(w, z)/F2(w, z) extends to a holomorphic function on the region
{(w, z): Rew < min{s, 2}, Rez < min{r, 2}}.
Thus for p <0, z = M, n(2)/Mp 2(z) extends to an analytic function on the strip {z: p —
min{s, 2} < Rez < min{r, 2}}.

Proof. This follows directly from the definition of F» and Lemma 4.2. O

Lemma4.6. For Rez, Rew < 0 and Re(w + z) > —1 we have

Gw+2)F(w,2)
Gw)G()

N

o0

1

_/ —z-1 |1+t|w+z+|1 |w+z)dt=
0

Proof. Let

Q(w,2) =

N

o
/t_z_l(ll + 1" L=t dt.
0

Let 1, y» be two normalized independent Gaussian random variables on some probability space.
Then by (3.1)

E(lyL + ty2]" ) = (1 +1%) “3 Gw+z), Re(w+z)>—1.

Hence using (4.6) and (4.8) we have
o
/r IR (lyy + 192V ) dt = G(w + ) Fa(w, 2).
0

Note that the function r=2~1|yy 4 32|12 is integrable on the product space as long as
Rez,Rew < 0 and Re(w + z) > —1. Thus we can apply Fubini’s theorem and a change of
variables ¢|y»| = s|y1]| to obtain

8]

G(w+z)F2(w,z):E(/t_z_llyl+ty2|w+zdt)
0
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e ¢]

1
T2 (/t_z_l(“)/ll+t|V2||w+Z+||V1|—t|1/2||w+z)dt)
0

=E(Q(w, »)ly1l”Ir2l).
Then using (3.1) the lemma follows. O

Lemma 4.7. Let (£2, u) be a o-finite measure space and suppose f, g € M(£2, u). Then if
w, z € C are such that Rew, Rez < 0 and

/ | FIRe1gIReF dp < o0
2

we have

o0

f e / (12 +1262)" dy = Fa(w. 2) / 118 dp. (4.10)
2 2

0

Further, if Re(w + z) > —1 we have

ft_z_1/(|f+tg|w+z+|f—g|w+z)dﬂdt
0 2
_ Gw+72) -
— S Faw.2) Q/ 118l d. (411)

Proof. We first use Tonelli’s theorem for u = Rew and v = Rez. Then by (4.7) and (4.8) we
have

o0
/rl*v /(f2 +12¢%)" " du = Fy(u, v)/ 1“8l dp,
b 2

2

where both integrals converge. Then applying Fubini’s theorem we get (4.10). The proof of (4.11)
is precisely similar using Lemma 4.6. 0O

Suppose (§2, w) is a probability space and % is a symmetric function in L,(£2, ) where
p > 0. In the following lemmas we show how to compute the Mellin transform of the function
t= | 1+th|, —max{l,}”.

Lemma 4.8. Let (£2, 1) be a probability space and suppose & € M(£2, ). Suppose —1 <a <
0 < b < 2 and that

f(|h|“ +1h1P) dp < 0.
2
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Let

H(z):/|h|zd,u, a<Rez<b.
Q2
Then

(114 th" % 4 |1 — th| "+ — 2max {1, 1|k} ) dp dr

N =

E(w,z)=/t_z_1/
0

2

defines a holomorphic function on the region U = {(w, z): a < Re(w + z), —1 < Rew < 2,
a <Rez <b}and

Gw+z)Fw,z) 1 1
GG Q) + " + E)H(Z)» (4.12)

E(w,z)= (
when (w,z) ed, Rew > —1, w,z #0.
Proof. For ¢ > 0and w, z € C, we consider
@t w,2) =111+ £ 4 11— 7] — 2max(l, 1}V ).
Let u = Rew, v =Rez. Then by Lemma 4.2 we have
lo@t, w, )| < 28w 0<r <12,
and
’(P(f’ w, Z)| < 28wHzlu=3 " 2 <t 0.
For 1/2 <t < 2 we have the estimates
|<p(t, w, Z)| < 21+|v|2u+v+27 w+v>0,
and
|(p(t, w, z)| < 23+|"‘|1 — "t u4v<0O.

Thusif v <2, u <2, u +v > —1we have a very crude estimate:

1

o0

1 1
/Wt’ w, 7)| dr <23+ <_ + > 4 24l
0

2—u 2—v u+v+1

Now

(L 4 AP L — P — 2max{L, tlh| YY) = [h1 MR (Rl w, 2)
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and so

o0
//|f2*1(|1 +th|Y T2 4|1 — th|¥ T — 2max{1,t|h|}w+z)|d,udt
00

= H(v)/’qa(t, w, z)‘ dt.
0

Combining these estimates shows that we have the conditions of Proposition 3.1 for the region
U and so E defines a holomorphic function on /.
For (w, z) e U4 and Re w, Rez < 0 we can use Lemma 4.6 to show that

o0
L 1 Gw+2)F(w,z)
r“/— 1+ th|" T2 41 — th|¥ ) dpdt = /th
/ (1L + 1A 1= 1h|") dp e L
0 2 2

and

o0
1 1
/t‘z_lfmax{l,t|h|}w+zt= (—— — —>f|h|zd,u.
w Z
0 2 2

Since the right-hand side of (4.12) extends to an analytic function in &, (4.12) holds for all
(w,z) eUwithw,z#0. O

Lemma 4.9. Let (£2, 1) be a probability space and suppose & € M(£2, ). Suppose —1 <a <
0 < b < 2 and that

/(Ihl” +1h1%) dp < oo.

2
Then
o
Eo(w,z)zft_z_lf(max{l, thy"+e —max{l, t}*%) dpdt
0 2

defines an analytic function on the region Uy = {(w, z): a < Re(w +z), Rew <0, Rez < b}.
Furthermore

Eo(w,2) = (% + %)(1 - H(2), (w,2)€lUo. (4.13)
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Proof. Letu = Rew and v =Rez. Thenif s > 0 we have

0 0 o0
/r‘l‘”\max{l,st}“’“ — max({1, 1} | dr < /s”+vt_l+L' dt+/t‘1+“ dt
0 1s 1
sU+1
<
|u]

Hence

o0
1

ft‘l‘” /|max{1,th}“’+Z —max{1, 1} | dpdt < H(H(v) +1).
u

0

2

Again Proposition 3.1 gives that Eq defines a holomorphic function on Up.
If in addition Re z < 0 we can compute

o
1 1
/t‘z‘lfmax{l, th}w+zd,udt=—H(Z)(—+—>
w Z
0 Q

and

o0
1 1
/t—z—lfmax{l,t}w+Z dudt = —(— + —).
w Z
0 ko)

As before analytic continuation gives (4.13) throughout . O
Combining the preceding lemmas we have the following:

Proposition 4.10. Let (£2, ) be a probability space and suppose & € M(£2, ) is a symmetric
random variable. Suppose —1 <a <0 < b < 2 and that

/(|h|“ + [Py dp < o0.
2

Let

H(z):/|h|zd,u, a<Rez<b.
2

Suppose 0 < p < b is such that H(p) = 1. Then the Mellin transform of t — [, (|11 + th|P —
max{1, t}?) du is given by
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G(p)Mp2(2)H(2) p
G(p—2)G(2) 2(p—2)

/r—z—l f(|1 + th|? —max{1,1}?) dudr = (4.14)
0

2

fora < Rez < min{b, p + 1}.

Let us remark that, since H(0) = H(p) = 1, the right-hand side of (4.14) has removable
singularitiesat z =0and z = p.

Proof of Proposition 4.10. Since the right-hand side is analytic in the strip a < Rez <
min{b, p + 1} it follows from Proposition 4.1 that it is necessary only to establish equality for the
strip p < Rez <min{b, p +1}. Inthiscase —1 < Re(p —z) <0andso (p —z,z) e NUp as
these sets are defined in Lemmas 4.8 and 4.9. Since & is symmetric we can rewrite the left-hand
side of (4.14) in the form

)

2

N =

(1L 4 th|P + |1 — th|? — 2max({L, 1}?) dp dt.

Then combining Lemmas 4.8 and 4.9 we get the conclusion. O

This proposition can be extended by an approximation argument to the case when a = 0 and
b = p; we will not need this so we simply state the result:

Proposition 4.11. Let (£2, ) be a probability space and suppose i € L, (£2, ), with ||2]|, =1,
where 0 < p < 2. Let

H(z)=/|h|zdu, a<Rez<b.
Q2

Suppose 0 < p < b is such that H(p) = 1. Then the Mellin transform of 1 — [, |1+ th|P —
max{1, t}” du is given by

G(p)Mp, 2(z)H (z) p
G(p—2G(2) z2(p—2)°

o
/t‘z‘1/(|l+th|1’ —max{1,1}?)dpdt =
0 2

for 0 <Rez < p.
5. Embedding X @y Y into L,

Proposition 5.1. Let X, Y be two non-trivial normed spaces, with dimX =m and dimY =n,
and suppose N is a normalized absolute norm on R2. Suppose T:X @y ¥ — M(82, p) is
a 1-Gaussian embedding into L,(£2, u) where —(n + m) < p < 0. Suppose x1,...,x, € X
and yi, ..., y, € Y are linearly independent, and suppose & = Z;f‘zl yjxjand n= Z;le y]fyj
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are independent Gaussian processes of full rank with values in X and Y respectively. Then for
max{—n, p} < Rez < min{0, p + m} we have:

p—

m ) TZ n ) 3 MpN(Z) _
[(Xas?)  (Xaw?) an= 02w —emr. 6
o \j=1 j=1 p.2(2)

Proof. By assumption we have

m n p/2
Ens+tn||"=/(Z(ij)2+t22(ry,)2) du, t>0.
Q N j=1

1

Hence if max{—n, p} < Rez < min{0, p + m} we have

e e m n p/2
ft‘“Ells+tn||”dt=/ft‘z‘l(Z(ij)2+tZZ(Tyj)2> dp
0 20 j=1 j=1

and both sides are integrable. Notice that, in particular, it follows that Z’]’.’zl(T)g,)2 > 0 and
> _1(Ty;)* > 0, u-almost everywhere.
Now for real max{n, —p} < u < min{0, p + m}, using Tonelli’s theorem and (4.5),

00 oo
/t‘“‘lEIIS+m|l”dt:]E/t‘“‘lN(S,fﬂ)pdf
s 0

= Fn(p —u, wE|&I"~*Inll*
=Fn(p —u,wE|EI"“Elnl",

since & and n are independent. We repeat the calculation replacing u by complex z and apply
Fubini’s theorem. Then

o
/t_z_l]EIIE +mll? dt = Mp N (ENE P Eln]|I*,
0

for max{—n, p} < Rez < min{0, p+m}. Hence (first for real z, using Tonelli’s theorem and then
for the general case), by Lemma 4.7 we get

%

m % n
My, N@EIENPElyl* = M) 2(2) / (Z(Txnz) (Z<Tyf>2) du,
o \j=1 j=1

which proves (5.1). O
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We shall say that an embedding 7 : X — M(£2, w) is isotropic if Tx ~ T x" whenever ||x|| =
lx’] = 1. We will say that it is f-isotropic if f is a Borel function on some o -finite Polish
measure space (K,v) and Tx ~ f for every x € X with ||x||=1. ForO < p <2, T is a p-
stable embedding if T'x & ¢/, whenever |x|| = 1. If X embeds into L, then there is a p-stable
embedding of X into M (§2, u), where w is a probability measure.

Proposition 5.2. Let X, Y be two normed spaces, with dimX = m and dimY = n, and sup-
pose N is a normalized absolute norm on R2. Suppose 7: X &y Y — M(82, n) is a p-stable
embedding where p > 0. Then for any non-zero x € X and y € Y and —1 < Re(w + z) <
Rew, Rez < 0, we have

Fy(w, 2)G(w)G(2)Pp2((w +2)/2)

Fyw.2) el <. (5.2)

/ITXIwITyIZdM=
2

Proof. If f € X &y Y we have
[1rfau=w,0isr. Rez= -1
2

Now consider & = y1x and n = y»y where y1, y» are normalized independent Gaussian random
variables. Then

E/|T$+tTn|zdu=Wp(Z)]El|§+t77||z-
22

If —1 < Re(w + z) < Rew, Rez < 0, then by Fubini’s theorem, Proposition 4.4 and (3.2) (first
for real w, z using Tonelli’s theorem as in Proposition 5.1), we have that

o0 o0

/t’z’lEIIS + ||V dt:/t’z’lEN(S,tn)w“ dt
0 0
= Fn(w, DE[&["E|n|*
= Fy(w,2)Gw)G@)Ix[[Iy]*. (5.3)

On the other hand, y1, y» are Gaussian r.v.

0
t_z_lE/|T£;‘+tTn|w+Zdudt=G(w+Z) f/t_z_l((Tx)z+t2(Ty)2)Z/2dtd/L
2 20

and by Lemma 4.7 the latter is equal to

=G(w+z)Fz(w,Z)/ITXIwITyIZd/L (5.4)
2

Then Eq. (5.2) follows from (5.3), (5.4) and the fact that ¥, (z) = ®,,2(z/2)G(z). O
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Theorem 5.3. Let X, Y be two non-trivial finite-dimensional normed spaces with dimensions
m and n respectively. Suppose that —(n +m) < p <1< r,s <2 and that N is a normalized
absolute norm on R? satisfying estimates of the type

N1,t) <1+Ct", t>0, (5.5)
and
N, 1) <1+Ct*, t>0. (5.6)

If X ®nY eZ,then X € Z, whenever p —r < g <minfs, p+n}and Y € Z, whenever p —s <
g <min{r, p + m}.

Proof. It suffices to consider the case of Y and to prove the result if p —s < g < min{r, p +m}.
Then the limiting case follows by Proposition 2.3. We will treat the cases p <0, p =0 and
0 < p <1 separately.

Case 1: Let p < 0. The space X @y Y embeds into L, so we can consider a 1-Gaussian
embedding 7:X @&y Y — L,(£2, u). By Proposition 5.1, for any linearly independent sets
X1,...,xm € X and y1,...,y, € Y Eq. (5.1) holds in the strip max{—n, p} < Rez < min{p +
m, 0}. However by Lemma 4.5 the function M, y(z)/Mp.2(z) can be analytically continued to
the strip p — s < Rez < r. Thus the right-hand side of (5.1) can be analytically continued to
the strip max{p — s, —n} < Rez < min{r, p + m}. By Proposition 3.2 this implies that (5.1)
holds (and both sides are integrable) in the strip max{p — s, —n} < Rez < min{r, p + m}. If
max{p — s, —n} < g < min{r, p + m} and g # 0, we fix some & so that E|&||”?~¢ = 1. Let
f =211 (Txj)®Y2, Then

Mo, (g) d "
e SUAS 24 ) q:/ Tv )2 I=rm
W ) 1! J g¥yn frtdu

In particular M3, y(q) cannot vanish and 7" is a Gaussian embedding of Y into L, (f?~9dpu).

If ¢ = 0 we note that our proof yields Y € Z, for sufficiently small ¢ > 0 and so Y € Zo.

It follows that ¥ € Z, for p — s < g < min(r, p + m). (Our convention implies Y € 7, if
q<-—n.)

Case 2: Let p =0. Inthiscase X @y Y € Z), for all p < 0 and the result follows from Case 1.

Case 3: Now we assume that 0 < p < 1. Again we prove the result for Y. If m > 2 then
X &y Y €Zp ([4] and [8]) and by Case 2 we have that Y € Z,.. Thus we only consider the case
m = 1. Suppose that X @y Y embeds into M(£2, w) via a p-stable embedding 7. We fix x € X
with |[x]|=1and p <g <min{p +1,r}; let f =|Tx|. Fixa>0sothatg +a < p+ 1. Then
0 <a < 1andso by (5.2) we have

f Tyf ity — @ =19G@ = DG Pya(@ +a=1)/2)
2

< 4
- Iyl 67)

where y € Y, aslong as —a < Rez < 0. However Fy(a — 1, z)/F2(a — 1, z) can be analytically
continued to the half-plane Rez < r (by Lemma 4.5). We also have that @ ((z +a — 1)/2) can
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be analytically continued to the half-plane Rez < p + 1 — a. Hence the right-hand side can be
analytically continued to the strip —1 < Rez < min(r, p + 1 — a). By Proposition 3.2 this means
that the left-hand side of (5.7) is integrable and equality holds for —1 < Rez < min{r, p+1—aj}.
In particular

/uwwﬂ*du=ﬂﬂm yey,
2

where c is a positive constant. This implies the result, since Y € Z, whenever p <g. O

The next result is known; it follows from Koldobsky’s Second Derivative test (Theorem 4.19
of [10]; see also [5]).

Theorem 5.4. Let N be a normalized absolute norm on R2 such that

N1,1-1
CN@n-1_

li =0.

t—0 12

Then if —oo < p <0 and X @&y R embeds into L, we have dimX <2 — p.

Note that the result of Theorem 5.4 can be extended for p € (—oo, 2). Here, we present only
the proof for p < 0.

Proof of Theorem 5.4. First we observe that M, y(z)/ M, »(z) extends to an analytic function
on —p — 1 <Rez < 2 and that

M
My @) g, (5.8)
r—2 Mp2(r)
To see (5.8) we note that by definition, for 0 < r < 2 we have
1 o0
My p(r)y=—=— + / fl*’(N(l, 1P —max{1,r}?)dr.
r p—r
Fixany 0 <& < 1and let
NA, 1) -1
8 =58(e) =sup ——5——.
t<e t
Then
o
My ,(r) + P —/fl”(N(l, nP —1)dt| < ) )
v r(p—r) 2—r
It follows that
limsup(2 —r)M, n(r) < 6. (5.9)
r—2

Since lim;_,08(¢) = 0 we obtain (5.8).
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Now suppose m =dimX > 2 — p and assume T:X @y ¥ — M(£2, n) is a 1-Gaussian
embedding into L, (§2, n), where dimY = 1. Letus fix £ = 37 y;x;, an X -valued Gaussian
process of full rank and n = 3’y where y € ¥ has norm one and y’ is a Gaussian r.v. Then, if
= (Tx)®» 2 and g = |Ty|, by Proposition 5.1 we have

M
[ 1 dn= L Gl
J p,Z(Z)

for max{—1, p} < Rez < 0. The right-hand side can be analytically continued to max{—1, p} <
Rez < 2. By Eq. (5.9) we have

rlig]z/(g/f)’f”du =0
2
which by Proposition 3.2 implies

[ & 2an=o
2

and this gives a contradiction. O
6. Examples

We begin this section with some technical results which will be needed later.
Lemma 6.1. Let X be a finite-dimensional normed space and suppose & = Z;”zl yjx; is an
X-valued Gaussian process, where {y1, ..., y,} are independent normalized Gaussian random
variables and each x; # 0. Then given —n < u < 0 there is a constant C = C (£, u) so that

Elx+£)“<C, xeX.

Proof. We consider the case when & is normalized so that E||£||“ = 1. Let E be the linear span
of {x1,...,x,} and let P be a projection of X onto E. Then

Ellx +&1" <|IPIT"El Px + &

On E the distribution e is dominated by CoA, where Cy is a constant depending on & and A is
the Lebesgue measure on E. Hence

E||Px +£]" < Co / le — Pl di(e) + 1

lle—Px<1

and this is uniformly bounded. O
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Lemma 6.2. Let Z = X & Y be a finite-dimensional normed space with dimX = m and
dimY = n. Suppose & is a Z-valued Gaussian process of full rank. Let £x, &y be the projec-
tions of &£ onto X and Y respectively. Then

Ellgx [“lEy I" <00, —m <u, —n <v. (6.1)

Proof. Note that £&x and &y are not necessarily independent. However £y and &y are of full rank
in X and Y respectively.

If either u = 0 or v = 0 the lemma holds trivially. If either u > 0 or v > 0 we may use Hdlder’s
inequality. Suppose v > 0. Pick @ > 1 so that au > —m and then suppose 1/a +1/b = 1. Then

1 1/b
Ellex 1“NEvI° < (BlIEx 17) Y (Egy 1) < oo
Now suppose u, v < 0. We can write & in the form

m+n
§=) (0 +3)y)
j=1
where y; =0forn+1 < j <m+n. Let Eq be the conditional expectation onto the o -algebra >

generated by {y1, ..., y,}. Then &y is X'-measurable. Then, by Lemma 6.1, since £x has rank m,
there is a constant C such that

Eolléx 1“llEx I° = &y [I"Eolléx I* < Clléy |IY

and so (6.1) holds. O

Lemma 6.3. Suppose 1 < p < 2. There exists a positive random variable i with

E(hz) _ p C'((p—2)/2)T(-2z/2)

_ . Rez<2,
2T(pj2)  T(-z2/p) °e=

or

2:2G(p—1-72)
E(h*) = R 2.
)= G 1o T

1
Proof. Consider f ~ cpf}’p. Then by (3.4)

pl(=z/2)

————  Rez<?2.
['(=z/2p)

E(f%) =

If f is defined on some probability space (2, P) then we can consider f as a random variable
with respect to a new probability measure

o T2

P
PR
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If we denote by g this random variable we have

E(g?) = r'd/2) Tp—-2/2 Rez < p+2.

 T(p/2)T((p-2)/2p)’

Let h ~2Y/P f ® g. Then for Rez < 2 and by using (3.3) we have

E(h%) = pr(1/2) T(—z/2T((p —2)/2)
© 2T(p/2) 2-1%/PT (—z/2p)T((p — 2)/2p)
__p TE/ATp-2)/2)
2I'(p/2) I'(—z/p) ’

The second equation follows immediately from (3.2) and (3.4). O

Lemma 6.4. Suppose m € N, and {p, g, r} are suchthatg >0and p +m < g <r < 2. There
exists a positive random variable g = g(m, p, ¢, r) such that

_ 222G +m 1= P2/ Pra((p —2)/2)
G(p+m=Dp(p/2)Pgp2(z/2)

E(gz) p—r<Rez<p.

Here we adopt the convention that @1(z) = 1.
Proof. We first use Lemma 6.3 to find a positive random variable f1 such that

2:2G(g —1—72)
E( %) = R .
() =54 D@ pG2)

Now, if p +m < g we let f> to be distributed as r~/2 with respect to the Beta distribution

t(p+m)/2—1(1 _ t)(q—p—m)/Z—l
= dt
B((p+m)/2,(q — p—m)/2)

du

on [0, 1]. Then

o T(p+m—2)/2T(q/2)
B2 =T —oarprmy REE<PEm

and using (3.2) the latter can be rewritten as

o Glp+m—1-2G(g—1)
E(f7) = GCq—1-29G(ptm-1 Rez < p+m.

Wewrite fo=1if p+m=gq. Ifr <2 we define f3~ <pr1//22 so that

E(f§) = ®,2(z/2), Rez<r.
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If r =2 we set f3=1. If f3is defined on some probability space (K, P) we define f4 as the
random variable f3_1 with respect to the measure f,f d]P/E(f{) sothat fp=1ifr=2.1fr <2
we have

D,2((p—2)/2)

B(/i) = ®,/2(p/2)

, p—r<Rez

Weletg~ fi® 2® f3® fa. O

Lemma6.5. Suppose m € N, and {p, g, r}aresuchthatg > 0and p+m < g < r < 2. Suppose
Y € 7,. Then there is an h-isotropic embedding of Y into M (£2, i) where (£2, i) is a probability
space where £ is symmetric and

222G (p+m—1-2G@)Pr2(z/QPr2((p —2)/2)

E(jh[?) =
(1217) G(p+m—1®./2(p/2)

for -1 <Rez < p+m.

Proof. Since Y € Z, there is a y,-isotropic embedding S of Y into some M (£21, u1) (where
(£21, 1) is a probability measure space). Let Ty = 2-1/2¢gSy where g is independent of S(Y)
and distributed as in Lemma 6.4. Then T is an h-isotropic embedding where 4 is symmetric and

E(|h]F) = 272, (2)E(g°) = ®4/2(2/2)G()E(g°), —1<Rez<p+m. O

Let us remark that the case p =0, m = 1 and r = 2 gives E(|h|%) = 2¢/2G(z) G(—z) which
means that 4 is symmetric 1-stable, i.e. has the Cauchy distribution.

Theorem 6.6. Suppose 1 < g,r < 2. Suppose X = ¢35 and ¥ € Z,. If p < g — m then
X® Yel,

Proof. It is enough to consider the case p +m > 0. Also, the result holds trivially if » < ¢ since
then X @, Y € Z, C Z,,. So we may also assume thatr > ¢g. Hence p —r <g —1—r < —1.
We treat three separate casesas p >0, p <0or p=0.

Case 1: Let p > 0. In this case we have m = 1 and identify X with R. In view to Lemma 6.5
we construct an k-isotropic embedding S:Y — M($2, i) where h is symmetric and

L G(p—DGRP2(2/DB,2((p —2)/2)
H@) =E(hF) = G(P)®r2(p/2) (62)

for —1 < Rez < p + 1. It is important to observe that H(p) =1 and

H(z) = G(p—2G(2)M) - (2)
B G(p)Mp.2(2)

(6.3)

for—1<Rez<p+1.
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We define T:R &, ¥ - M(£2, 1) by T(x,y) =« + Sy. To verify that 7 is a standard
isometry we only need to show (considering 4 as a function on (£2, w)):

f|1+m|l’du=(1+ﬂ)”/’, 0<1t<o0. (6.4)

To establish (6.4) we call Proposition 4.10. By (4.14) and (6.3) we have

o0
/ = / (1L+ eh1? = min(L 1)) dpeds = My () + —
J (p—2)z

2

for—-1<Rez<p+1
On the other hand, by (4.7), (4.8) and (4.9)

(e.¢]
/z—z—l((l + )T max{1, 1)) di = Fr(w, 2) — Foo(w, 2),
0

for Rew, Rez < 0 and by analytic continuation this holds (and the right-hand side is holomor-
phic) for Rew, Rez < r. Thus using (4.2)

oo r
/;*Z*l((l +17) " —max{L,1}?) dt = M, ,(2) + 0<Rez<p,
0

p
2(p—2)
and by the uniqueness property of the Mellin transform, Proposition 4.1, we conclude that

/|1+th|pduz(1+t’)p/r, 0<t<oo0,

which proves the theorem for p > 0.

Case 2: Let p < 0Oand let dim Y = n. This is quite similar but now we deal with Gaussian em-
beddings rather than standard embeddings. First we note that there is an f-isotropic embedding
of £5' into M(£2, ), where (§2, u) is a probability measure space and f is symmetric with

—m < Rez < o0.

. _GEOGm-D
/'f' = Getm—1)

Indeed let {y1, ..., ¥} be independent normalized Gaussian random variables and let

aryr+-- -+ amym
(Z+ R

R(alv--wam):

We now use Lemma 3.3. We consider 4 = h(m, p, g, r) asin Lemma 6.5. Then

Gp+m—1-2)G(2)Pr2(z/2)Prj2((p —2)/2)
G(p+m—1D,/2(p/2)

H(z) :=E(lh]*) =
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for —1 < Rez < p + m. Note that by (3.4) and (4.8)

H) = Gp+m—-1-20GQ@Q)F,(p—12,2)
o Gp+m—-DF(p—2z,2) '

(6.5)

We may then suppose that S: Y — M (2, w) is an h-isotropic embedding such that R(X) and
S(Y) are independent. Finally we define T: X &, Y — M (82, u) by

T(x +y) =0(Rx + Sy)

where 6 > 0 is chosen so that

M_G@+m—h
T Gm-=-1)

We will show that T is a 1-Gaussian embedding. To do this we suppose that & isan X &, Y -valued
Gaussian process of full rank. Let P: X @, Y — X and Q: X &, Y — Y be the natural projections
onto X and Y respectively. Let &y = P& and &y = Q&. Then &x has full rank on X and &y on Y.
In particular we can write & = 77" (x; + y;)y; where y; =0 forn + 1< j <m +n, by
choosing an appropriate basis of Gaussian random variables.

For 0 < s < ¢ we have

Elléx +téy||? <Elléx +séy||P < (s/0)PE|Ex + t&y||P.

So, the function ¢t — E||&x + t&y || is continuous on (0, co).
Similarly since &x has full rank, {x,+1, ..., X+, } form a basis of X. This implies

m+n
Z |ij|2 >c?>0 ae.
j=n+1

and thus, since p <0

m+n p/2
(Z|T(xj+tyj)|2> <c? oae

j=1

We now may conclude, by the Lebesgue Dominated Convergence Theorem, that the map

m+n p/2
2
tr—)/(Z’T(xj+tyj)} ) du
2 V=1
is also continuous on (0, co). We will show that

m-+n p/2
/(E:V@j+Wﬂf) du=E|éx +téy||P, 0<t<oo, (6.6)
o V=l

by computing the Mellin transform of the left and the right side of the equality.
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By Lemma 6.2 we have

Ellgx "Iy I" <00,  —m <u, —n <v. (6.7)

Suppose x € X and y € Y are non-zero. Then for

—1/2 < u,v <0 we use Lemma 4.7 to
compute:

/f T (x4 19) [T dpdr

f/ U(1ITx +tTy"™ +|Tx —tTy|" ") dtdp

_ Gu+v)Fo(u,v) " v
=T Gwow /ITXI [Ty|"du.
Q

Then by the definition of 7', Eq. (6.5) and Lemma 3.3, the latter is equal to

0" VG (u + v) Fp(u, v)H (v)

Gm =D — W m DG

[ l“llyll” < oc.

The calculation can then be repeated for —1/2 < Rew, Rez < 0 to give

i 1 wz _ TG+ RW HE@) |y s
//t TG4 dudt = Gln — D=—gem e B EE R

Again calculating first with real «, v, using Tonelli’s theorem and since {y;} are Gaussian r.v.
we may compute the following integral for —1/2 < Rez, Rew <0,

]

m+n (w+z)/2
/ 2= 1/( T(xj+tyj))2) dudt
0
__! g /t‘z‘l /
G(w+2z) J

2

m—+n

> viTxj+1y;Ty,
j=1

w+z
du) dt).

OV T Fy(w, 2)H(z) w .
Goo T~ G eI e ). 6.8)

Then by Lemma 4.6, using (6.7) we have

m+n w

/
Z ViXj
j=1

m+n

> vjvi
j=1

G- 1) OVt Fy(w, 2)H (2) E
Gw+m—1G(2)

=G(m—1)
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Now the right-hand side of (6.8) extends to be holomorphic when —n < Rez <0 and —m <
Rew < 0. Using Lemma 4.5 (twice) one obtains that

(u+v)/2

m+n
// =1 ”( T(xj+tyj))2> dudt < oo

when —m < u <0 and —n < v < 0. This in turn means that the function

(w+z)/2

m+n
(w, z)v—>// i 1( T(xj-HYj))Z) dpdt

is holomorphic for —m < Rew < 0 and —n < Rez < 0. Thus we have

m+n (w+z)/2
[/t = 1( T(xj+zyj))2) dudt

. 0" Fy(w, 2)H(2) -
=Gl =D o=l Blex gy |

whenever —m < Rew < 0 and —n < Rez < 0. In particular by (6.5) we have that for
max{—n, p} <Rez <0

o0 m—+n p/2
/ e / ( > (T + ryj))z) dpdi = My, QE|Ex|”Er P, (6.9)

0 o V=l

On the other hand, for —1/2 < Rew, Rez < 0, using (4.8) we get that

c o0
f e ZE||5X+¢5Y||w+Zdt—E/t HEx !+ el 1) dr
0 0

Fr(w, DENEx 1" 16v 1.

As before these calculations should be done first for real w, z to justify the use of Fubini’s theo-
rem. Since the right-hand side is holomorphic for —m < Rew < 0 and —n < Rez < 0, we again
use Lemma 4.5 to derive equality for (w, z) in the larger region. Hence the Mellin transform of
the right side of (6.6) is

oo
/t_l_ZEIISX +1&y 1P dt = Mp  DE[Ex 1P IEy II°, (6.10)
0
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for max{—n, p} < Rez < 0. Comparing (6.9) and (6.10) we get (6.6). In particular

m—+n 5 p/2
Eli]1” =/<Z|T(xj ) ) du,

2 vJ=t
which implies that T is a 1-Gaussian embedding.

Case 3: When p =0 the result follows by showing that each space embeds into L, for every
p<0. O

The particular case p = 0 with » = 2 also follows if we consider Proposition 6.6 of [4].

Theorem 6.7. For any —oo < p <2 and any n > 3 — p there exists a normed space X of
dimension n such that X € Z; whenever s < p and X ¢ Z; whenever s > p. We may take X =

6 e, i P whereg =1+ p—[pland g <r <2.

Proof. If 1< p <2theng = pand X = ¢} Then by [8] we have that X € Z; only if s < p (see
also the Introduction).

Let p < 1. Then by Theorem 6.6 if s < p then X € Z;, since ¢ = m + p. Conversely, we
suppose that X € Z;. If n = 1 there is nothing to prove, so we may assume that n > 2. Then

n—1+[pl>2—p+[pl> 1. ByTheorem5.3, EZ_H[”] € I, where o < minf{r, s + 1 —[p]}.
Butg <r so nglﬂpl € Zs41-(p)- Consequently, s + 1 — [p] < 1+ p — [p] which implies that

s<p. O
7. Note added in proof

We are sad to report that Nigel J. Kalton passed away on August 31, 2010. He is greatly missed
by his co-author, who wishes to acknowledge how much she benefited from her collaboration
with Nigel.
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