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ABSTRACT 

We prove a general result on complemented unconditional basic sequences 
in Banach lattices and apply it to give some new examples of spaces with 
unique unconditional basis. We show that Tsirelson space and certain 
Nakano spaces have unique unconditional bases. We also construct an 
example of a space with a unique unconditional basis with a complemented 
subspace failing to have a unique unconditional basis. 

1. I n t r o d u c t i o n  

A Banach space with an uncondit ional  basis is said to have a unique uncondit ional  

basis if any two normalized uncondit ional  bases are equivalent after a permuta-  

tion. It is well-known tha t  e2 has a unique uncondit ional  basis (cf. [17]) and a 

classic result of Lindenstrauss and Petczynski [18] asserts tha t  the spaces el and co 

also have unique uncondit ional  bases; later Lindenstrauss and Zippin [21] showed 

tha t  this is the complete list of spaces with symmetr ic  bases for which the un- 

conditional basis is unique. Subsequently Edelstein and Wojtaszczyk [10] showed 

tha t  direct sums of el, e2 and co also have unique uncondit ional  bases. In 1985, 

Bourgain,  Casazza, Lindenstrauss and Tzafriri [3] studied the classification prob- 

lem for such spaces. Their  main results showed that  e I (e2)  , C 0 ( e l )  , e I (C0) , C0(e2)  

and 2-convexified Tsirelson T (2) have unique uncondit ional  bases but  tha t  e2 (el) 
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and g2(Co) do not. Based on their results a complete classification looks hope- 

less. We also remark that a recent example of Gowers [12] may be easily shown 

to have unique unconditional basis. Thus there are many "pathological" spaces 

with unique unconditional basis. 

In this paper we will give (Theorem 3.5) a simple and, we feel, useful char- 

acterization of complemented unconditional basic sequences in Banach sequence 

spaces which are not sufficiently Euclidean (i.e. do not have uniformly comple- 

mented g~'s). This theorem is the discrete analogue of Theorem 8.1 of [14]; in 

fact the basic arguments are very similar to those given in [16] and [14], but we 

have opted to present a self-contained proof here. We then use this result and 

the recent work of Wojtaszczyk [26] to give some more examples of fairly natural 

spaces with unique unconditional basis. In Section 5, we introduce the class of 

left- and right-dominant bases and use this notion to show that the Nakano space 

g(Pn) has a unique unconditional basis if pn $1  and (Pn -P2n)log n is bounded 

(there is a dual result if p~ 1" ec). We also show that Tsirelson space T has 

a unique unconditional basis (a question raised in [3] p. 62). In Section 6, we 

use similar techniques to show that certain complemented subspaces of Orlicz 

sequence spaces have unique unconditional bases. Based on these examples we 

are able to resolve Problem 11.2 (p. 104) of [3] by showing that there is a space 

with unique unconditional basis with a complemented subspace (spanned by a 

subsequence of the basis) failing to have unique unconditional basis. 

Also in Section 4, we use Theorem 3.5 to give a contribution to the problem of 

uniqueness of unconditional bases in finite-dimensional spaces. Specifically, we 

prove that  in any class of finite-dimensional lattices so that ~ is not comple- 

mentably and disjointly representable, the unconditional basis is almost unique; 

for a more precise statement see Theorem 4.1. 

We remark that the techniques developed here using Theorem 3.5 can be used 

successfully to obtain other results on uniqueness. In particular we plan to study 

unconditional bases in c0-products in a later publication. Since the arguments in 

such spaces are considerably more complicated, it seemed, however, appropriate 

to restrict attention here to some simple applications. 

2. D e f i n i t i o n s  a n d  n o t a t i o n  

We will take the viewpoint that an unconditional basis in a Banach space X 

confers the structure of an atomic Banach lattice on X. We will thus adopt 
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the language and s t ructure  of Banach lattices. It is well-known tha t  a separable 

Banach latt ice can be regarded as a Khthe function space. 

We will in general use the same nota t ion as in [16]. Let f~ be a Polish space 

(i.e. a separable complete  metric space) and let # be a a-finite Borel measure on 

ft. We denote  by L0(#) the space of all Borel measurable functions on f~, where 

we identify functions differing only on a set of measure zero; the natura l  topology 

of L0 is convergence in measure on sets of finite measure.  An admissible norm is 

then a lower-semi-continuous map f --+ IIf]l from Lo(#) to [0, c~] such that :  

(a) lice/I[ -- ]c~]l]f[[ whenever ~ �9 R,  f �9 Lo. 

(b) [If + glt <-Ilfll + []gl[, for f, g �9 Lo. 
( c )  I[/ll - Ibll, whenever ]f] <_ ]g[ a.e. (almost everywhere).  

(d) Ilfil < o ~  for a dense set of f �9 n0. 

(e) Ilfl[ = 0 if and only if f = 0 a.e. 

A Khthe function space on (•, p) is defined to be a dense order-ideal X in L0(#) 

with an associated admissible norm ]l ]Ix such tha t  if Xmax = {f :  [l/[]x < ~ }  

then either: 

(1) X = Xmax (X is m a x i m a l )  

o r  

(2) X is the closure of the simple functions in Xm~z (X is m i n i m a l ) .  

Any order-continuous Khthe function space is minimal. Also any Khthe  

function space which does not contain a copy of Co is bo th  maximal  and minimal.  

If X is an order-continuous Khthe function space then X* can be identified 

with the Khthe function space of all f such tha t  

II/[Ix* = sup f l f g l d #  < oc. 
IlgllxK_l d 

X* is always maximal.  

A Khthe  function space X is said to be p-convex (where 1 < p < oo) if there  

is a constant  C such tha t  for any f l , . . .  , fn �9 X we have 

n n 

I1(~-~ Ifi[P)l/pllx <- C ( ~  Ilfill~) ~/p. 
i=1 i=1 

X is said to have an upper  p-est imate if for some C and any disjoint f l , . . .  , fn  

�9 X, 

II f~[Ix < C(~-~. [If~ll~-) ~/p- 
i=1 i=1 
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X is said to be q-concave (0 < q < oe) if for some c > 0 and any f l , . . .  , fn  E X 

we have 
n n 

I1(}-~ Ifilq)l/qllx >- c(~-~ Ilkllq) 1/q 
i - - 1  i = 1  

X is said to  have a lower q-es t imate  if for some c > 0 and any dis joint  f l , .  �9 �9 , fn  

E X,  
n n 

In ~ kllx _> ~(}-~. Ilkll~)l/". 
i=1 i=1 

A Banach  space X is said to be of (Rademacher )  t ype  p (1 < p < 2) if the re  is 

a cons tan t  C so t ha t  for any X l , . . .  , xn E X, 

n n 

Ave II Y~x~l l  < c(}-~ IlxillP) ~/p 
ei=d:l 

i=1 i=1 

and  X is of co type  q (2 _< q < co) if for some c > 0 and any X l , . . .  , xn  E X we 

have 
n n 

Ave II ~E~x~ll > c(}--~ Ilzillq) l/q. 
ei=:t:l 

i=1 i=1 

We recall  t ha t  a Banach  la t t ice  has nontr iv ia l  co type  (i.e. has co type  q < ec 

for some q) if and  only if it  has nontr iv ia l  concavi ty  (i.e. is q-concave for some 

q < ee).  If  X is a Banach la t t ice  which has nontr iv ia l  concavi ty  then  there  is a 

cons tan t  C = C ( X )  so t ha t  for any x l , . . .  , x~ E X we have 

I ( A v  e ~ n n c ~=• II ~k~kll2) '/~ -< I1(~ Ixkl2)l/211x <- C(Ave 11I ~ekxkll2) 1/2. 
k = l  k = l  k = l  

We will use the  t e rm s e q u e n c e  s p a c e  to  denote  a KSthe  funct ion space X on 

N equ ipped  wi th  count ing measure ,  and subjec t  to the  normal iza t ion  cons t ra in t  

t ha t  Ilejllx = 1 for all j E N where ej -- X{j}. I t  is clear t ha t  (e~) forms 

an uncond i t iona l  basis  for a sequence space X if and only if X is min ima l  (or 

separable) .  We will consider  f in i te-dimensional  sequence spaces mode l led  on finite 

sets  [N] = {1, 2 , . . .  , N}  with  count ing measure.  

In  keeping wi th  current  usage we will wri te  coo for the  space of f ini tely nonzero 

sequences.  If A is a subset  of N we wri te  eA in place o f x A  and i f x  is any  

sequence we wri te  A x  = eAx.  If A, B are  subsets  of N we wri te  A < B if a < b 

whenever  a E A and  b E B.  If x is a sequence then  s u p p x  = {i: x( i )  r 0}. 



Vol. 103, 1 9 9 8  UNIQUENESS OF UNCONDITIONAL BASES 145 

Many of our examples  will be Orlicz sequence spaces or more  general  Orl icz-  

Musielak or modu la r  sequence spaces. If (Fn) is a sequence of Orlicz functions 

then the  modu la r  sequence space g(g~) is the space of sequences (x (n) )~_  1 such 

tha t  ~s~176 1 Fn(IX(n)l) < oo, with the norm 

oo 
IIxlle(Fo) = inf{A > 0: E F n ( A - I [ x ( n ) [ )  <_ 1}. 

n=l 
In the case Fn = F for all n we have the Orlicz space f.F. If g(F,,) is separable  

or has finite cotype  then  the canonical basis vectors form an uncondit ional  basis 

of g(F,); otherwise they  form an uncondit ional  basis of their closed linear span 

h(F,).  We refer to [19] for the basic propert ies  of modular  sequence spaces. 

One special case is to take Fn(t) = t p~ where 1 _< Pn < oo. This  is often 

called a Nakano space and we denote it g(p~), f(Pn) is separable  if and only if 

sup Pn < CV. I t  m a y  also be shown tha t  if pn > 1 for all n and sup Pn < oo then 

g(p~)* = f(q~) where p~l  + q~l = 1. If suppn  = c~ then we write h(ps)  for the 

closed linear span of the basis vectors, and we have h(p~)* = g(qn). 

Let (un) and (v~) be two uncondit ional  basic sequences. We say tha t  (Un) and 

(v~) are p e r m u t a t i v e l y  e q u i v a l e n t  if there is a pe rmuta t ion  rr of N so tha t  (us)  

and (v~(~)) are equivalent.  We say tha t  (us) is e q u i v a l e n t  t o  i t s  s q u a r e  if (us) 

is pe rmuta t ive ly  equivalent to the basis {(Ul, 0), (0, Ul) , (U2 ,0 ) , . . .  } of [Un] @ [Un]. 

A Banach  space X with an uncondit ional  basis has a u n i q u e  u n c o n d i t i o n a l  

b a s i s  if any two normalized uncondit ional  bases are pe rmuta t ive ly  equivalent. 

We remark  tha t  there is an impor tan t  Cantor  Bernstein type  principle which 

helps de te rmine  whether  two uncondit ional  bases are permuta t ive ly  equivalent: 

if (u,~) is pe rmuta t ive ly  equivalent to some subset  of (v~) and if (Vs) is pe rmu-  

ta t ively equivalent to some subset  of (Us) then (Un) and (Vs) are pe rmuta t ive ly  

equivalent. We are grateful  to P. Woj taszczyk for drawing our a t ten t ion  to this 

principle, which appears  explicitly in [27] and is used in [26]. We are indebted 

to C. Bessaga  for the information tha t  the Can to r -Berns te in  principle was used 

implicit ly earlier by Mityagin in [22]. 

A Banach  space X is called s u f f i c i e n t l y  E u c l i d e a n  if there is a constant  M 

so tha t  for any n there are opera tors  S: X --+ ~ and T: ~ '  -+ X so tha t  S T  = Ie~ 

and IISIIIITII <_ M.  We will say tha t  X is a n t i - E u c l i d e a n  if it is not sufficiently 

Euclidean. 

A Banach  latt ice X is called s u f f i c i e n t l y  l a t t i c e  E u c l i d e a n  if there is a con- 

s tant  M so t ha t  for any n there  are opera tors  S: X --+ ~ '  and T: ~ '  --+ X so tha t  
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S T  =Ieg and lISIlliTII < M, and such tha t  S is a lattice homomorphism.  This is 

equivalent to asking that  ~2 is finitely representable as a complemented sublatt ice 

of X. We will say tha t  X is latt ice anti -Eucl idean if it is not  sufficiently lattice 

Euclidean. We use the same terminology for an unconditional basic sequence, 

which we regard  as inducing a lattice s tructure on its closed linear span. 

Final ly if X is a family of Banach lattices we say that  2( is su f f i c i en t ly  latt ice 

Eucl idean if there is a constant  M so tha t  for any n there exists X E A" and 

operators  S: X --+ ~ and T: f~ --~ X so that  S T  = / e ~  and [[SII[[T][ _< M, and 

such tha t  S is a lattice homomorphism.  If 2r is not sufficiently lattice Euclidean 

we will say tha t  it is l a t t i c e  a n t i - E u c l i d e a n .  

3. C o m p l e m e n t e d  uncondi t ional  basic sequences 

The main results of this section are Theorems 3.4 and 3.5, which show tha t  

complemented  lattice anti-Euclidean uncondit ional  basic sequences in an order- 

continuous Banach lattice or Banach sequence space take a part icularly simple 

form. 

LEMMA 3.1: Let X be a Banach sequence space and suppose ( u l , . . .  ,Un) are 

disjoint elements of X+, and (u l , .  , n) are disjoint in X+. Suppose that M > 1 

is a constant such that 

n n n 72 

[[ ~ _ a j u j I l x  ~ M(~_~[aj[2) 1/2 and [[ ~~aju;[ Ix ,  ~ l~/l(~~[aj[2) 1/2 
j----1 j = l  j = l  j = l  

whenever al , .  �9 , an E R. Suppose further that 

n 

j = l  

Then ~ is 2M2a-l-representable as a 2M2a-l-complemented sublattice of X,  

for some m > l a M - 2 n .  

Proof: We can clearly suppose that  s u p p u  = suppu*.  Note tha t  (ui, u*} < M 2. 

= �89 �89 Notice tha t  for any (aj)jeg Let J {j: (u j ,u;)  >_ Then [J[ _> 

we have 

j E J  j E J  j E J  
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Thus  
c~ 

laj]2) 112 -< II ajujl[>: <_ lajl2) 
j E J  jE.I  j E J  

[ u  U *~-1 so tha t  [uj]jed is (2M2)/a-lattice isomorphic to g~JI. If we let 7j = \ 3, j /  

then we can define a project ion P onto [uj]j~j by 

jE.] 

Then 

However, 

2M (,----, 
IIPxllx < ~ ~ I(x,u;>12) ~/2. 

j E J  

j E J  j E J  

< MIIxllx( (x, ;) ) 
j E .I 

whence we obtain 
2M 2 

OL 

LEMMA 3.2: Let X be an order-continuous K6the function space on (~, #). Sup- 

pose m E N~ and r E LI (#)  with r >_ O. Suppose f l , . . . , f n  E X+ and let 
n F = ( ~ j = l  f ~ ) l / 2  a n d  Fee = ma~xj  fj. Then we c a n  partition In] = { 1 , 2 , . . .  ,n} 

3 into m-sets  J~,... , Jm and find a set A C ~ with fA 6 d# >_ ~ f~ dp d~t so that 

whenever al, . .  �9 , am E R we have 

m m 

] [ ( E  a2 E f] )I/2XA[IX <- 2(t]F[Ix + 2"hmllF~]]x)m-1/2(E a2k)U2" 
k=l  jEJk  k=l  

Proof: We may select a collection of 5 m points (b~)5==1 in the unit  sphere of 

l F to form a �89 Then  if T: e~ ~ Y is any operator  we have I]TI] <_ 

2 sups<sin IiTb'IIv. 
Next let II be the set of all m n part i t ions of In] into m-sets 7r = ( J ~ , . . . ,  J,~) 

with a probabil i ty measure P defined to be normalized counting measure.  For 

1 < I < m and 1 < j < n we define ~lj(Tr) = 1 if j E Jl and 0 otherwise. The  

random variables ~ki, ~lj are independent  if i # 3, and each has expecta t ion  1/m 
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and variance (m - 1) /m 2. We will use the fact that the covariance of ~u and ~ki 

is negative: it can be computed as - 1 / r n  e. 

For each 7r e 11 we set x l (Tr )=  (~jeJ~ f~)1/2 Then for 1 < r _< 5 "~ we 

define A(Tr, r) to be the set of w E a such that (}-]4~1 [b~12[xl(Tr,a))[2) 1/2 <~ 
m-'/2(F(w) + 2.5mFoo(w)). 

Let us fix w and 1 < r < 5 m, and consider the random variable ( on II defined 

by 
m 

((7c) = Elb~l 2 s ~lj(rc)lfj(w)lz = ~-~. I/,[[Z]x/(Tr, co)l z. 
/=1 j = l  /=1 

Then 

f (dP = 1 F ( w ) 2 .  
m 

Next we estimate the variance of ( recalling our previous observations concerning 

the random variables (ki. 

m r 4 dP ~ 1 Ibtl E IfJ(tM)[4 -< F( t f l )2g~176176  
m 

l= l  j = l  

Now 

( - F(w) 2 dP >_ F(w)2F~(w)2P(w r A(Tr, r)). 
~A(~,r) m 

Thus 
1 

P(aJ ~ A(%r)) <_ 
4.5 m 

Let B(% r) be the complement of A(% r). Then 

mn ~ CXB(~,~) d# __ 4.5--- ~ r d#. 

Summing over r we further obtain the existence of some ~ so that 

5 T M  

r = l  

5 m 1 
For this fixed 7r, let B = Ur=l B(~,r). Then fB Cd# < ~ fa Cd#. Let A be the 

complement of B. Then fA r d# > ~ fa  r d#. 
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For 1 < r < 5 m we then have that  

5 TM 

r 2 2 <_ m-1 /2 (F  + 2.5mFeo). XA(~--~ Ibl ] xl(~) )1/2 
/=1 

By considering the map T: g~ .4 X(~2) defined by T(el) = (0 , . . .  , 0, xz, 0 , . . .  ) 

with xt in t h e / t h  position it follows that  for every a l , . . .  , a ~  we have 

Tr~ 71i, 

I I (~  la~121x~12)l/2xAllx <- 2m-'/2(llFllx + 2"5~llF~ollx)(~ lazl2) 1/2' 
/= l  l~1 

II 

LEMMA 3.3: Let X be a lattice anti-Euclidean family of Banach sequence spaces. 

Then, given M there exists 5 = 5(M) > 0 with the following property. Suppose 

that Y is an order-continuous KSthe function space on (~, #) and X E 2(. Let 

d = d i m X  < co. Suppose S: X .4 Y and T: Y .4 X are bounded operators 

(h,),~= 1 E f l ( # )  satisfyO < h~ <_ ISe,  ltT e~l and with IISII, [ITII <_ M. Suppose d , �9 

f h~ d# > M -1. Then, for any N <_ d, and any a l , . . .  , aN, 

N ~ max lakhkld# > ~X:lakl '  
�9 l < k < : N  k = l  

Proof: Let us suppose that  for some M the conclusion of the lemma is false. 

Suppose m E N is given. We put  e = (2.5m) -1. Then we can find X E X 

and S: X -4 Y, T: Y .4 X with HSll, HTt] < M and 0 < hr~ <_ ISe~iiT*e~l for 

1 < n < d = d i m X  with f h ~ d #  >_ M -~ and such that  for suitable 0 <_ ( E coo 

and g C N,  with [[(tlt = 1 and (( i)  = 0 for all i > N, we have 

1ZaXN ((k)hk d# < 16M----- ~. 

Let fn = Se,~ and g,~ = T*e,~. Notice tha t  this implies tha t  

[Ihn[I, ~ IlSenLIYl[T* enlly. ~ M 2. 

It follows from Krivine's  theorem ([20] Theorem 1.f.4, p.93) tha t  if a l , . . . ,  an  E 

R then 
n n 

akJk~ Ilg < KcM[I 
k = l  k = l  
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and 
n 

2 2 1/2 II(}--~.~kgk) II~" -< K C M I t ~ k ~ k l [ x . ,  
k=l  k=l  

where K a  is as usual the Grothendieck constant.  

By a well-known theorem of Lozanovskii we can factorize ( = ~ *  where 

0 < ~,~* E Coo have the same support  as ~ and satisfy IIr = IICllx- = t. 

Next let F = (V'N ;(k ~2t~2~1/2 ~ k = l ~ , ~  J JkJ E Y. It follows from the remarks above tha t  
N , 2 2 1/2 y ,  ][Fllr < KG-M. Similarly, if G = (~-~k=i ~ (k) gk) E then IlGlly. < KcM. 

Finally let H = E k = l  ~(k)hk. T h e n / ~ 1 - 1  _< HHI[1 := f H d ~  < M 2. 
For each k let Bk = {~(k)fk > eF} and B ;  = {~*(k)gk > eG}. We will let 

Ak = f~ \ ( B k  UB~).  

Now if' ~ c B~ we have ~C(~).q~(~) -< e-l~(~)h~(~) and so 

N 

k=l  

N N 
2 2 1/2 * 2 2 1/2 

k=l  k=l  

N 
�9 2 2 1/2 ~ F ( ~  (k) ~ )  

k=l  

N 
~ - 1 ( ~  2 2 1/2 r hk) 

k=l  

s  N ~(~)hk) 1/2. 

From this we deduce tha t  

N 1 1/2 1 

k=l  

Similarly 

Hence 

N II~r  < 1 
- 4 M  

k=l  

~(k)hkXAkd# >- 2M" 

Now maxl_<j<N ~(j)fyXAj <_ eF while maxl_<j<N ~*(J)gjXAj <-- cG. Consider 

X @ X* (with the maximum norm) as a K6the function space on two copies 

of (~, #) and consider the functions (~(J)fjXAj,~*(J)gjXA~) in X | X*. Using 
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N N 
= ~ k = l  it deduce the  L e m m a  3.2 wi th  ~b ( ~ k = l  r hkxnk) is easy to 

existence of a Borel subset  D of f~ with 

~(k)hkxA~dl~ >_ 2M 

and a par t i t ion  a l l , . . .  , Jm of IN] so tha t  for any a l , . . .  , am we have 

~(J) f i X A j )  XD]tX <-- 
k~l  jEak k=l  

and 
m m 

II(~a2 E ~* .2 2 4KaMm-1/2(~a~)l/2. O) gjXA,)a/ Xv[Ix" <- 
k=l  jffdk k=l  

Let  L be the  set of 1 <_ j <_ g so tha t  IlhjxajaDIl~ >_ 1/4M. Then  

/o 1 E ~(j)hjXA, d" < 4M 
j~L 

so tha t  

~(J)hjx&d# > 4M" 

Now let 

* : m l /2  uk = m 1/2 E ~(j)ej e X and u k E ~*(j)ej e X*. 
jEJ~NL jC:JkNL 

77~ Consider  an e lement  v = ~'2~k=1 akuk E X and let v* = ~ j e c  v*(3)eJ E X* 
norm v, i.e. Ilv*lIx. = 1 and (v,v*) = IlvlIx. Then  

Ilvll:x. <_ 4M E v(j)v *(j) / hjXA,nDd# 
jEL 

_ �9 2 2 1/2 <4Mf( ,0) f XA, D) 
jEL j e L  

�9 2 : 2  1 / 2  * �9 2 2 1/2 <_4MI](~_v(3) fSX&nO) ] l x l l ( ~  v (3) gj) ]Ix'. 
jeC jEL 

Here the  first factor  can be es t imated  by 4KGM(~= 1 _2~1/2 % )  and the second 

factor  by Krivine ' s  t heorem is major ized by K~M. Hence 

~ n  

4 2 3 Itvllx < 2 KcM ( E  a~)1/2" 
k=l  
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Thus we have the inequality 

4 2 3 2 1/2 
II akukllx <_ 2 K a M  ( E  ak) . 

k = l  k ~ l  

Precisely dual arguments will yield that  

II aku*kllx* <_ 24KgAI2(E a~)1/2. 
k : l  k : l  

rn , 1 
Finally ~-~k:l (Uk, uk> = m ~ j e L  ~(J) > -~m fD E j e n  C(J)hjXAj > 2 -4M- lm"  
Now Lemma 3.1 yields that  ~ "  is 29K4MZ-eomplementably 29K4MT-latt ice 

finitely representable in X for some m o >  2-9K~4M-hm.  

It is clear that  this is impossible for arbitrarily large m. | 

THEOREM 3.4: Let Y be a nonatomic order-continuous Banach lattice and 

suppose that (fn) is a complemented unconditional basic sequence in Y.  

Suppose (fn) is lattice anti-Euclidean. Then (fn) is equivalent to a comple- 

mented disjoint sequence (f�88 in Y.  

Proof: We suppose that  Y is an order-continuous Khthe function space on 

([], #), where # is nonatomic. Let X be the sequence space induced by (fn), and 

let S: X -~ Y be the bounded linear map with Se,~ = fn. Then there is also a 

bounded linear map T: Y ~ X with TS  = Ix .  As before let g~ = T*en and 

h,~ = If,~gnl. Then for suitable 5 > 0 we have 

N 

a max lakhkl _> 5 E lakl 
l < k < N  k = l  

for every N, a l , . . .  , aN.  By a result of Dor [9] there exist disjoint Borel sets 
E c~ oo ( n),~=l so that  .fE~ h~dp = (~. It  is then easy to verify that  (I/~I~E~)~=~ is a 

complemented disjoint sequence equivalent to (fn). Indeed define U: X ~ Y by 

Ue~ = f~XE~ and V: Y --+ X by V(y)(j)  = 5-1<y, Igjl~Ej). Then VU = Ix  and 

for any ~ C coo we have 

[Ig~llY __  (j)2 f )l/2llg < KaMII~IIx. 
j = l  

Also if ~* E Coo then 

0o 
* . 2 2 1/2 [<Vy,~*>[ < 5 - 1 < l y l , ( E ~  (j) gj) ><_ 5-1KaMll(*l lx  .. 

j = l  
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Thus  U, V are bo th  bounded  operators and the theorem is proved. | 

Unfor tunate ly  if Y is a sequence space the result is not quite so clean. We first 

state the corresponding theorem and then a more general technical result which 

includes the theorem. 

THEOREM 3.5: Let Y be a Banach sequence space and suppose that (fn) is a 

complemented unconditional basic sequence in Y. Suppose (fn) is lattice anti- 

Euclidean. Then (fn) is equivalent to a complemented disjoint sequence (f~) in 

y N for some natural number N. 

THEOREM 3.6: Let X be a lattice anti-Euclidean family of Banach sequence 

spaces. Then given M > 1 there is a constant  C =- C ( M )  and a natural number 

N = N ( M )  so that the following property holds. 

Suppose Y is a Banach sequence space and X E X with dim X -- d _< o0. 

Suppose S: X -~ Y and T: Y -+ X are bounded operators with IISII, IITI[ <_ M. 

Let fn -- Sen and gn -- T* en for n < d and suppose En are disjoint subsets 

of N so that IlfngnXEnlll >-- M - 1 .  Then we can find subsets (Fkn) of N for 

1 <_ k <_ N and 1 <_ n <_ d so that (1) Fkn a En, (2) for each fixed k, the 

sets (Fkn) are pairwise disjoint, (3) for each fixed n, the sets (Fkn) are pairwise 
I d I N disjoint and (4) the disjoint sequence ( f ' )n=l  defined by f~ = (fnXFkn)k=l in 

d y N  is C-complemented and C-equivalent to the unit vectors (en)~=l in X.  

Remark: Of course if we take X as having one member  and E~ = N,  this implies 

Theorem 3.5. However, the quanti tat ive version will be of some importance.  

Proof." Let ~ = ~(M, A') be determined as in Lemma 3.3. We will show tha t  

N = [2M2~ -1 + 1] and C = 2 K 2 8 - 1 M 2 N  2 have the property claimed. 

Let hn = ]fngnlXEn" Then by Lemma 3.3 we can define an operator  R: 61 --4 

fl(C0) by R(~) = (~(k)hk)k~__l. (For notat ional  convenience we will assume tha t  

d = d i m X  = oc; minor modifications can be made if d < ec.) Now IIRII < M 2 

and IIR(~)II > 811~111 for all ~ E ~1. We therefore can apply the Hahn-Banach  

theorem to find a linear functional �9 = (r E ~( /?1)  so that  IIq~ll < 1 and 

(I~(/~) ~-~ (~ ~ n ~ 1 7 6  ~(n)  for all r �9 61. In other words, 

sup ICn(k)l G 1 and r = 6 
k n = l  k=l 

for each n. 
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Let An = {k: I~n(k)l > 1/N}. Then 

kEAn 

N c~ Now ~n=l XA,~(k) < ~-~n=l ]r _< N. It follows that we can decompose 
N /p oo An = Uk=l Fk~ as a disjoint union where for each 1 < k < N the sets ( k~)n=l 

are disjoint. 

Let f~ =- (]fnlxFk,~)k=lN C yN (which we consider as an t2-sum). Similarly,. let 
N = e ( y , ) N  Then 

( f ' , g ' )  = ha(k) > > 
k~An kEAn 

Let /3,~ = (]'~,g~) and define U: X -~ y g  and V: yg  __+ X by U(~) = 

Y~=I ~(J)fj and V(y)(j) =/3~-'(y, gj} where y = (Yl,... ,YN). 
Suppose ~ ~ Coo. Then 

oo 

]IU(}}yN < N}} m>a~ I~(J)fj]}}Y <- NIt( Z ~(j)2f]),/e}}y < KaMN}}~tIx" 
j = l  

From this it quickly follows that U is well-defined and bounded with I[U[[ <_ 

KGMN. On the other hand, if ~ C Coo then 

N 

(Vy,r < 2 5 - 1 ( E  ]yk],m>a_x]r <_ 2KaS-1MN]]YHyN 
k----1 

so that  IIvtl < 2KGS-1MN. Since VU = Ix the proof is complete. | 

Remarks: It is not possible to improve Theorem 3.5 by replacing yg  by Y. 

We sketch an example, Gowers [12] (cf [13]) has constructed a sequence space 

with the property that every bounded operator is a strictly singular perturbation 

of a diagonal operator. Let 1 < p < 2 and consider the space G = G(tp 2~) 

(i.e. the direct sum in the sense of G of spaces tp2~). The obvious basis is anti- 

lattice Euclidean (in fact (~ is p-concave). However (~ has another unconditional 

basis which is formed by taking the Haar basis in each co-ordinate. It may be 

shown that  the original basis is not equivalent to a block basis of this basis. 

We remark, however, that, in this example N = 2 suffices and we know of no 

example where N = 2 does not suffice. A somewhat similar problem is considered 

by Wojtaszczyk [26] for certain types of bases in quasi-Banach spaces. 
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We also remark that  a continuous analogue of Theorems 3.4 and 3.5 is proved 

by somewhat  similar techniques in [14], Theorem 8.1. This result which follows 

from work in [16] was, in fact, the basis for the proof given here. We have opted 

however for a completely self-contained approach. 

4. A p p l i c a t i o n s  to  f i n i t e - d i m e n s i o n a l  spaces  

Before stating our first application, let us recall some definitions from [7]. Let 

A' be a family of finite-dimensional Banach sequence spaces. Suppose first each 

X C A' is a symmetric  space. Then we say the members of A' have a u n i q u e  

s y m m e t r i c  bas i s  if there is a function r [1, oc) --+ [1, oc) so that ' l f  (ui)i=ldim X is a 

normalized K-symmetr ic  basis of some X C 9 v t h e n / u  ~dimX is r  i/i=l 
{ ~dimX 

to  tei/i=l 

Now consider the case when each X is not necessarily symmetric.  

Then we say the members of A' have an a l m o s t  ( s o m e w h a t )  u n i q u e  

u n c o n d i t i o n a l  bas i s  if there is a function r [1, oc) • (0, 1) so that  given K _> 1, 

then for any 0 < a < 1 (resp. for some 0 < (~ = ~ (K)  < 1) it is true that  

whenever X C A' has a normalized K-unconditional basis ' sdim X tui)i=l then there is 

a subset a of [dimX] with la] _> c~dimX and a one-one map 7~: a --+ [dimX] so 

that  (ei)ie~ is r  ~)-equivalent to (u~(i))ie~. 

The following theorem shows that  any collection of finite-dimensional spaces 

which form a lattice anti-Euclidean family (i.e. do not have uniformly comple- 

mented g~-sublattices) have almost unique unconditional bases. In particular, in 

any such class the symmetric basis is unique; both these results are new. There 

are, however, numerous results of this type in the literature. It was shown by 

Gowers [11] that  the symmetric basis is not unique for the class of all symmet-  

ric spaces, but positive results for various classes are given in [4], [7], [15] and 

[24]. The problem of almost or somewhat uniqueness for unconditional bases for 

various classes was considered in [24] and [7]. 

THEOREM 4.1: Let X be a lattice anti-Euclidean family of finite-dimensional 

sequence spaces. Then the members of X have almost unique unconditional 

bases. 

In order to prove this we will need a lemma, due essentially to Wojtaszczyk 

[26]. Our s tatement  is a modification and we will avoid the language of biparti te 

graph theory. Suppose n C N and let G be a subset of In] x In]. For i E [n] let 
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V~ be the  set of j so tha t  for some k C In], ( i ,k)  and ( j ,k)  C G. For A C In] let 

V(A)  -- V I (A)  = [.JieA Vi and then define inductively Vr(A)  = V ( V r - I ( A ) ) ;  let 

V(  = V~({i}). Final ly let G r be the set of ( i , j )  so tha t  for some k E In] we have 

(k , j )  E G and k e Vi r. 

LEMMA 4.2: Assume G is as above. Suppose (wij)i,je[n] are such that: 
n (1) E j = l  wij = 1 for i �9 In], 

(2) E i E ,  wij = 1 for j E [n]. 
n Let M = maxl<j<~ ~-~=1 ]wij] and let b = ~(~ , j )~c  [wij]. Then for any  r there 

is a subset a of [n] with [or[ > n - 35 - M r - i n  and a one-one m a p  7r: a -+ [n] 

with (i, ~( i ) )  �9 C ~ for i �9 ~ .  

Proof: Note first tha t  either Vi is empty  or i �9 Vi; let E be the set of i such tha t  
n 1I/ is empty.  Then  ]E] = Y~ieE Y~j=I wij < b. For any A we have A C V(A)  U E 

and V(A)  N E = 0. Thus  the sequence (V~(A))~=I is increasing and so for every 

l < s < r w e h a v e  

IV*(A)[ > [ A [ -  b. 

For future  reference we let V~ = A \ E and have the same inequality. Now for 

any A C [n] let A* = {j: 3i �9 A, ( i , j )  e G} and A + = {j: 3i �9 A: ( i , j )  �9 G~}. 

Then  A + = (V~(A)) *. 

Assume for some A we have IA+[ < ]A[. Then  there exists some 0 < s < r - 1 

so tha t  [Y*+l(d)*[ < IVY(A) *] + r - l [ A [ .  (Here we recall V ~  m \ E . ) N o t i c e  

V~+I(A) D V~(A). We now compute  

n 

IV~+I(A)I = ~ ~ w i j  
ieVs+l(A)  j= l  

< b + E E Wij 
i eV  ~+I(A) j e V  ~+I(A)* 

<__ b + M(IV~+I(A)*t - IV~(A)*I) + 

< 2b§ Mr-i,AL + E 
i=l j e V s ( A )  * 

= 2b + M r - l i d [  + ]Y~(d)*h. 

wij 

E E wij 
ieV~+I(A)jEV~(A) * 

Hence 

IAI < 3 b +  M r- l lA I  + IA+I. 
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Combining we have IA+I > IAI - 3b - M r - I n .  The result then follows from 

Hall 's Marriage Lemma [2]. II 

Proof  of  Theorem 4.1: It  will suffice to show that  for any e > 0 and M _> 1 there 

is a constant  C = C(e, M, X) with the property tha t  whenever X, Y are finite- 

dimensional sequence spaces with X E X and if S: X --+ Y is an isomorphism with 

max(llSII, IIs-11I) <_ M then there is a subset cr of [dim X] with I~1 > ( i - e ) d i m X  

and a one-one map re: ~ --> [dimX] so that  for any (ai)ie~ we have 

iE~ iE~ iE~ 

Let n = d i m X  and let T = S -1. As before, let Sei = fi  and T*ei = gi for 
?Z n 

1 < i < n. Let wij = f i ( j )gi ( j ) .  Then ~ i = i  wij = 1 for all j and ~ j = I  wij = 1 

for all i. Furthermore,  E i n  1 IWijI = IIIS*  jllrejlll  <_ IIS*ejllx. IIr jllx <- M 2. 
Now by Lemma 3.3 there exists a 5 = 5(e, M) so that  if for some subset r of 

In] we choose 0 <_ hk < Kkll.qkl for k E w so that  Ilhkll > e/S, then 

kEr 
kE7 

for all (ak)ker.  Next choose 71 = ~SeM -2. 

We let G be the set of pairs ( i , j )  so that  IWij] k 77. Then 

(i,j)~O i=l 

where Ai = {j: IwijI < ~l}- Let hi = IfigiixA, and let T = {i: ]]hiII1 > 1 @  Then 

so tha t  IT I < ~eM-2n .  t tence E i e r  IihiH1 -< l e n '  However Y'~i~r Iihil] 1 ~ len"  

Combining we have 

Iwut _< �88 
(i,j)~tc 

We can now apply Lemma 4.2. We choose r = [4M2e] + 1 so tha t  we have 

a subset a of [n] with ]or I > (1 - e)n and a one-one map 7r: a --+ [n] so tha t  

(i, 7r(i)) E G r for i E cr. 
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Note t ha t  if (i,j) �9 G then IA(J)I, Ig~(J)l > 5/M. Now by Krivine 's  t heorem if 
O~ n ( i)i=l are scalars then 

Hence 

n n 

II(Y~. 2 . 2 , 1 / 2 "  aiJi ) IIY -< KcMII } - ~ I I N .  
i=1 i=1 

n 

I1( ~ : ,/2 ~e j )  IIY -< K a M 2 5 - ' l l ~ a w i l l x  �9 
(i,j)EG i=1 

Similarly, a dual a rgument  gives tha t  

n 

~j~o Ilx _< KaM25-lll~-]~ajejll~'. 
(i,j)eG j = l  

I t e ra t ing  these conditions gives tha t  if C = (K~M25-1) r+l then 

n 

I1( ~ a~e;)l/211~" <- cII ~-~.o~llx. 
(i,j)cG" i--1 

I t  follows tha t  

Similarly we have 

iCo lea  

I1( E Ol2ei)l/211Y ~ CII ~ OljejllX' 
(i,j)eG" j = l  

so t ha t  

lea lea 
so t ha t  the result  follows. I 

5. Right- and left-dominant spaces 

Let X be a sequence space. We will say tha t  X is l e f t - d o m i n a n t  w i t h  c o n s t a n t  

3, >_ 1 if whenever  (Ul, u2 , . . . ,  un) and ( V l , . . . ,  vn) are two disjoint sequences in 

Coo with I[ukllx >_ Ilvk]lx and such tha t  suppvk  > suppuk  for 1 < k < n then 

[[ E k = i  vk[[x ~-- "f[[ E ~ = I  ukll X" Similarly, we will say tha t  X is r i g h t - d o m i n a n t  

w i t h  c o n s t a n t  3' if whenever (U l , . . .  ,Un) and (Vl . . . .  ,vn) are two disjoint 
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sequences with IluklIx _< IIv~llx and suppvk > suppuk for 1 _< k _< n then 

II E L I  ukllx <_ 711E~-=I VkllX" 
We will refer to any normalized uncondit ional  basic sequence as being left- 

or r ight-dominant  according as the associated sequence space is left- or right- 

dominant .  

LEMMA 5.1: X is left-dominant with constant 7 if  and only i f  X* is right- 

dominant with constant 7. 

Proo~ Let us prove tha t  if X is left-dominant then X* is r ight-dominant;  the 

* . . .  //,* * . . .  V* other direction is similar. Suppose (ul,  , n) and (Vl, , ,~) are two se- 

quences in Coo with I I~ l lx .  < Ilv~Ilx- for 1 < k <_ n and s u p p u  k < s u p p v  k. 
n / 1  

There  exists z C X suppor ted  on Ui=l suppu* with Ilxll = 1 and (x, ~ i = 1  u*) = 
n n , 

I[ 2 i = 1  u~llx-.  Let x = F~_-I ui where suppu i  c s u p p u  i . Next pick vi of norm 

one with suppor t  contained in suppv* so that  (vi,v*) = IIvTllx-. Finally let 
n 

y = E ~ = I  II~/l lxv~.  T h e n  Ilyll - 7 l lx l l  = 7 .  A l s o  

(Y, E V*} -~ iIUiIIxIIV*IIX* 
i = 1  i = 1  

n 

_ > U i , Ui 

i = 1  
n 

->ll~:llx*- . 
i = 1  

If N is a natura l  number  we denote by XN the space X [ N  + 1, oc) of all x E X 

such tha t  x(k)  = 0 when k < N. 

LEMMA 5.2: Suppose X is a left-(resp, right-)dominant sequence space. Suppose 

1 <_ p < oo and ~v is disjointly finitely representable in X .  Then: 

(1) X satisfies a lower- (resp. upper-) p-estimate. 

(2) There is a constant K so that for any n E N,  there exists N E N so that 

X N  satisfies an upper- (resp. lower-) estimate with constant K on n vectors. 

Proof: We consider only the case of a left-dominant space, and assume tha t  

s is C-disjointly representable in X (actually by Krivine's  theorem [19] we 

could suppose C = 1). For notat ional  convenience suppose p < oc. Suppose 

x l , . . .  ,x~ are disjoint in Coo. Then  there exist Yl , . . .  ,Y~ disjoint in X with 

_ _ n Y - -  m a x k s u p p x k  < suppy j  for 1 < j < n such tha t  I lyj l l --I lxj l l  and I [ ~ j = l  ill > 



160 P.G. CASAZZA AND N. J. KALTON Isr. J. Math. 

(2C)-1(E~_1 IlxjllP)l/p. THus II Ej~=lXjll >_ (2c~f)-I(E~.z__I IIXNIIP) lip. 

Conversely, if we fix n and choose any Yl,. �9 �9 , Yn normalized,  dis joint  and  2C- 

equivalent  to an g~-basis then  if N = maxk supp Yk and X l , . . .  , xn are d is jo int  

in XN then  I] ~ i n l  xjll _< vii E jn l  Ilxjllujll <- (2c'y)(ll E~----1 IlxNIIP) l /p  m 

I t  follows from L e m m a  5.2 and Kr iv ine ' s  theorem tha t  if X is left- or r ight-  

d o m i n a n t  then  there  is exac t ly  one r = r(X)  so tha t  g~ is d is jo in t ly  f ini tely 

represen tab le  in X .  Let  us call r the  i n d e x  of X. If X is r igh t -dominan t  and  of 

index oo then  clear ly  X = co while if X is le f t -dominant  of index 1 then  X = tf 1. 

A r i gh t -dominan t  space of finite index has a nontr iv ia l  lower e s t ima te  and so can 

be  real ized as the  dual  of le f t -dominant  space of index grea ter  than  one. 

Notice  t ha t  it  also follows from L e m m a  5.2 tha t  every left- or r i gh t -dominan t  

sequence space is an a sympto t i ca l l y  6 s p a c e  where r = r (X)  (cf. [23], p. 221). We 

now tu rn  our a t t en t ion  to the  p rob lem of deciding when a left- or r i gh t -dominan t  

space is sufficiently Eucl idean.  

PROPOSITION 5.3: Let X be a left- or right-dominant sequence space. Then X 

is sufficiently Euclidean if and only if  1 < r (X)  < oo. 

Proof: L e t / , / b e  a nonpr inc ipa l  u l t raf i l ter  on the  na tu ra l  numbers  and let Xn = 

X[n, oo). Let  Y be the  u l t r a p r o d u c t  s where Co,u(X~) consists  

of all sequences (x~) E eoo(Xn) wi th  l im~eu IIx~ll = 0. Then  X is sufficiently 

Euc l idean  if and  only if g2 embeds  complemen tab ly  into Y. Assume  X is left- 

or r i gh t -dominan t  wi th  index r .  Then  Y is a Banach la t t ice  wi th  an uppe r  and  

lower r - e s t ima te .  This  implies  Y is i somorphic  to an abs t r ac t  L~-space and so 

the  resul t  follows. | 

PROPOSITION 5.4: Suppose (Un) is a left- (resp. right-) dominant basis and that 

7r is a permutation of the natural numbers such that (u~(n)) is also left- (resp. 

right-)dominant. Then there  is a constant C such that for any  c~ E coo 

oo oo 
II Y~ ~k~2kll < CII ~ ~ku~<k)ll 

k = l  k = l  

(respectively, 
oo oo 

]l E OLkU2k]l ~ C-1ll E O~kUTr(k) [l') 

k = l  k = l  

Proof: We t r ea t  only the  le f t -dominant  case. Define a sequence (sn) induc-  

t ively as follows. Let  sl  = 1 and  then let sn be  the  least  m so t ha t  m 
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7r{n,n + 1 , . . . }  \ { s , , . . .  , sn - , } .  Note tha t  sn < 2 n -  1 < 2n and tha t  (Sn) in- 

creases. Fur ther  sn = 7r(rn) where rn k n. Hence (u,~(~)) dominates  (us,~) which 

in turn  domina tes  (u2~). This  establishes the result. | 

PROPOSITION 5.5: Let (un) be a left- (resp. right-)dominant basis of a Banach 

space X. In order that (un ) be eqr2ivalent to its square it is necessary and s~2fficient 

that (un) be equivalent to (u2,~). 

Remark: Clearly (un) is equivalent to (Uzn) if and only if (Un) is equivalent to 

(UN~) for any N in view of the dominance assumption.  

Proof: Consider the lef t -dominant  case and assume (u , )  is equivalent to its 

square. Let  (v~) be  the na tura l  basis of X 4 with (v4,~-j) equivalent to (u~), 

for 0 _< j <_ 3. Then  (v~) is left-dominant.  Since some pe rmuta t ion  of (Vn) is 

equivalent to (un) we have tha t  (u , )  dominates  (v2,J and hence (u2,~) domina tes  

(un). This  implies (un) and (U2n) are equivalent. The  other  case is similar and 

the other  direction is trivial. | 

THEOREM 5.6: Let X be a left- or right-dominant separable sequence ,space and 

let (u,~) be a complemented normalized disjoint sequence in X.  Then (un) is 

permutatively equivalent to a subsequence of the canonical unconditional basis 

(en) of X. 

Proof: Let us assume the basis is left-dominant;  the case of a r ight -dominant  

basis is a lmost  identical. We can assume the dual functionals (u*~) in X* have the 

same suppor t  as (un). Let fn = lunllu~l C 61. For each n pick kn C s u p p u n  so tha t  

1 and []f~c[k,,,oo)][1 > �89 Let v ,  Une[1,k.] and w~ = Ilfne[1,k,llll _> ~ _ -- Une[k,~,oo). 

Now we argue t ha t  (v~) and (w,)  are bo th  equivalent to (u,~). Indeed the opera to r  

Tx  = Y~n~=l (x, lu*~l)u,~ is easily seen to be bounded on X.  We have TI..I = ~ , ,  

and rl .l = Zn~ ,  where c~n,~n _> 1/2. It  follows tha t  both  (IVnl) and (Iw~l) are 

equivalent to (u,~) and the desired conclusion follows. 

Now, if X is lef t -dominant ,  then (v,~) dominates  (ek,);  to see this jus t  note tha t  

(v~e[a,k,)) domina tes  Similarly, (ek,)  dominates  (w,~). Thus  

(Un) is equivalent  to (ekn). | 

THEOREM 5.7: Let X be a separable left- or right- dominant sequence space. 

Suppose that r (X)  = 1 or r (X)  = oo and that (en) and (e2~) are equivalent. 

Then every complemented normalized unconditional basic sequence is equivalent 

to a subsequence of the basis and X has a unique unconditional basis. 
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Proof." We assume X left-dominant. Let (un) be any complemented normalized 

unconditional basic sequence in X. Then (un) is anti-lattice Euclidean by Propo- 

sition 5.3 and so by Theorem 3.5 and the hypothesis on X, (un) is equivalent to 

a complemented disjoint sequence in X. By Theorem 5.6, this implies that (Un) 

is permutatively equivalent to a subsequence (ek,~) of (en). 

We now restrict to the case when (un) is an unconditional basis of X. Applying 

Theorem 3.5 again we see that (en) is equivalent to a complemented disjoint 

sequence in the N-fold sum basis (~tn) N of X N. Now (ekn) N arranged in the 

obvious order is also a left-dominant basis. Here the "obvious order" (fn) is 

to take fN(j-1)+s to  be (0 , . . .  ,0, ekj ,0 , . . .  ) E X N, where ek7 is in the sth co- 

ordinate. Hence (e~) is permutatively equivalent to a subset of (ekn)N. However 

(ek~)g is permutatively equivalent to a subset of (en) N which is permutatively 

equivalent to (e~). By the Cantor-Bernstein principle [27], this means that (ek,,)N 

is permutatively equivalent to (e.).  

Now ( f k )  dominates (e2k) by Proposition 5.4 and similarly (ek) dominates 

(f2k). Hence, since (ek) and (e4k) are equivalent we have that (f2k) is equiv- 

alent to (ek). Now (f2,~-l)n>_l is dominated by ( f l , f 2 , f 4 , . . . )  and dominates 

(f l ,  f4, f s , . - .  ) and thus is also equivalent to (f2~). Hence (f~) is equivalent to 

(en). Now fN• is equivalent to egn  and hence to (en). Thus (ekn) is equivalent 

to (en). The result now follows. | 

Remarks :  There is a natural question here, which is also suggested by the work 

of Wojtaszczyk [26]. Suppose (x~) and (y~) are two unconditional bases whose 

squares are permutatively equivalent; does it follow that (xn) and (Yn) are  per- 

mutatively equivalent? The corresponding Banach space problem has a negative 

solution. An example of Gowers [13] shows that there is a Banach space X so 

that X and X 2 are not isomorphic but X 2 and X 4 are isomorphic. 

THEOREM 5.8: Suppose  that  1 < Pn < oc for all n and that  p~ $ 1. Suppose  

that  for some constant  a > 0 

1 1 a < - -  
P2n Pn -- log n 

for n _~ 2. Then  the Nakano space ~(Pn) has a unique unconditional basis. 

S imi lar ly  i f  pn ~ cx~ and for some constant  a > 0 

1 1 a < - -  
Pn P2n -- logn 
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for n >_ 2, then h(pn) has  a unique unconditional basis. 

Proof: If  Pn $ 1  then  X = ~(Pn) has a r ight -dominant  basis wi th  r ( X )  = 1. T h e  

a s sumpt ion  t h a t  1/p~ - 1/p2n = O(( logn)  -1)  implies tha t  the basic sequences 

(en) and (e2n) are equivalent by an old result of Simons [25]. The  second case is 

similar  (or dual).  | 

THEOREM 5.9: Let  p,~ $1  be such that pn = 1 + O ( l o g n )  -1.  Assume (N,~) is an 

increasing sequence of natural numbers such that 1 /p~+l -  1/pn = O((log Nn) -1)  

and infn Nn+I/N~ > 1. Then fl(~N~ ) has a unique unconditional basis. 

Proof: Let qn be the sequence obta ined  by writ ing out Pl,  N1 t imes,  P2, N2 

t imes etc. I t  is clear t ha t  the Nakano space f(qn) can be wri t ten  as vector-  

valued Nakano space e(pn)(t~pN~). But  by Simons 's  theorem [25] f(p~) = ~1. Let  

Mn = N1 + "'" + Nn. Then  M~ <_ cN~ for some c. If M~-I  < k < Mn and 

M , ~ - I  < 2k < M,~ we have tha t  ei ther m - n <__ 1 or (m - n - 1)N,~ < k. Thus  

( m -  n) is bounded  independent  of k and so 1/q2k - 1/qk = O( ( logN~)  -1)  = 

O(log k) -1.  The  result  follows from Theorem 5.8. | 

Remark: We do not  know if Theorem 5.9 holds for any space f l  ( iN: )  where 

p ~ $ 1 .  

Our  final example  of this section is the now classical Tsirelson space. We refer 

to [8] for full details of this space. We recall tha t  the Tsirelson norm II l I T  o n  e 0 o  

is the min imal  norm satisfying I]XlIT > IlXlloo and 

2 j= l  j= l  

whenever  n < supp xl  < supp x 2 < �9 �9 " < supp Xn. Tsirelson space is the sequence 

space T obta ined  by complet ing coo with respect  to this norm. This  space is the  

dual  of the  original Tsirelson space. We will need an a l ternat ive  norm II lIT # which 

is defined to be  the least norm satisfying IIX]LT # > ]lx]]oo and 

2n 2n 
1 

Z llx liT# <_ LI Z xjlt  
j = l  j----1 

whenever  X l , . . .  ,X2n are disjoint and n _< s u p p x j  for j = 1 , 2 , . . .  ,2n. 
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LEMMA 5.10: For z C Coo we have ]IXlIT <_ ]IxII~T <_ 4HXlIT. 

Proof. Let II I1~ be the least norm on coo so that  Ilzll~ _> Ilxll~ and 

2n 2n 
1 , , 

j= l  j=l  

whenever n < s u p p x l  < suppx2 < .- .  < suppx2n. By [5] we have IIXlIT <_ 

IIXlI'T < 211XlIT and by [1] we have Ilxll~. < IIXlIT # < 211xll~r. II 

We now prove tha t  Tsirelson space is r ight-dominant.  This result was s tated 

wi thout  proof  in [3], and generalizes Lemma II.1 of [8]. 

LEMMA 5.11: Suppose x l , . . .  , X y  are disjoint in Coo and let ak = m a x s u p p x k .  

Then  
N N 

II 2~2 xkIIT < 411 212 IlzkllTe~llr e 
k=l k=l 

Proof." Indeed if this inequality is false there exist disjoint x l , . . .  ,XN with 

suppor t  supp(xl  + . . .  + XN) of minimal eardinality such that  

N N 

11 ~ X k l l r  > 411 ~ II~kllreakllr e. 
k=l k=l 

N Let x = ~ k = l  xk.  Then clearly ILXlIT > Ilxll~- Hence there exists n _> 2, and 

finite intervals n _< E1 </?;2 < "-- < E,~ so that  E k x  r 0 for s = 1, 2 , . . .  , n and 

1~-~ 
IIxlIT = ~ IIE~XIIT, 

k=l 

Using the minimal cardinali ty of x we have that  U~=I Ek contains supp x. Note 

first tha t  for any j we have 

1 ~ IIEkxjllT. IIx, llr ~ 
k = l  

Now let Gk = {j: s u p p x j  C Ek}  and let Hk be the set of j so tha t  aj E Ek 

but  j ~ Gk. 

Then  IHkl < m i n E k  so tha t  

1 

j6Hk j6Hk 
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changes and yields that 

j = l  j = l  

since IlxjIIT IlYjlIT Combining we obtain  that  

n n 

II E xjlIT <- 1611EyjIIT. 
5=1 j = l  

Thus T is right-dominant. II 

Remark: Of course this implies that p-convexified Tsirelson T (p) also is right- 

dominant for 1 < p < ec. 

1 n 

jEHk /=1 jEHk 

Also, by our minimality assumption we have 

jECk jEGk 

Combining these statements we obtain 

2 
k=l  k=l  jEGk k=l  jEHk 

N 

_< 411 ~ IlxjBITCajlI~T 
j=l 

as required. I 

PROPOSITION 5.12: Tsirelson space T is right-dominant. 

n y n Proof: Suppose that  (xj)j=l, ( j ) j=l  are two disjoint sequences with xj yj E coo 

and IlxjJlT _< IlYjlIT and suppxj < suppyj for 1 <_ j < n. Let aj = maxsuppxj .  

Then 
n 

j = l  j = l  

The proof of Lemma II.1 of [8] works for the norm It liT # with only notational 



166 P.G. CASAZZA AND N. J. KALTON Isr. J. Math. 

THEOREM 5.13: Tsirelson space and its dual have unique unconditional bases. 

Proof: We have T r ight -dominant  and clearly r(T) = 1. We need only observe 

tha t  the canonical  basis (e~) is equivalent to (e2~) in T ([8] p. 14) and app ly  

T heo rem 5.7. | 

Theo rem 5.13 answers a question in [3], where it is shown tha t  convexified 

Tsirelson T (2) has a unique uncondit ional  basis. In fact much more  is t rue  as 

with T (2) (cf. Theorem 7.9 of [3]). We could prove Theorems  5.13 and 5.14 

direct ly f rom Theo rem 3.5, by using known results, but  it seems more  na tura l  to 

invoke the  theory  of r ight -dominant  bases as here. 

THEOREM 5.14: Every complemented subspace o f t  with an unconditional basis 

has a unique unconditional basis. 

Proof: By Theo rem 5.7, every complemented  normalized uncondit ional  basic 

sequence is equivalent to a subsequence of the canonical basis. The  result follows 

in the  same  way as the preceding result, since every subsequence of the basis is 

r igh t -dominant  and equivalent to its square ([8] p. 14). | 

6. F u r t h e r  e x a m p l e s :  Or l i c z  s e q u e n c e  s p a c e s  

In this section we construct  some examples  of spaces with unique uncondit ional  

basis but  such tha t  some complemented  subspace fails to have unique uncondi-  

t ional  basis. 

Let  F be an Orlicz function satisfying the A2-condition, normalized such tha t  

F(1)  = 1. If we set r = s F ' ( s ) / F ( s )  where s = e -~ then we can write F in 

the form 

for 0 < t _< 1. I t  will be  convenient to let ~ (u)  = f o  r for s > 0. 

LEMMA 6.1: Suppose X l , . . .  ,x,~ are disjoint in bE, and satisfy Ilzkll~ = 1. 

Suppose e - ' k  = IIzkll~ and let qk = sup~>~,~ r and rk = inf ,>jk r  Then 
n 

for any al , .  .. ,an E R with II Ek=l akxkll~F = 1 we have 

k = l  k = l  
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Proof: The  proof  is essentially trivial. We need only observe tha t  i f j  E s u p p x k ,  

F([akxk(j)[) = exp(q)(log [xk(j)[ -1) -- (I)(log [akxk(j)[-1)F(lakxk(j)]), 

and tha t ,  since [ak] < 1 and [xk(j)[ _< e -~k, 

rk log lak[ -1 < qh(log ]akxk(j)] -1) -- O(log ]xk(j)1-1) _< qk log [ak[ -1 . | 

LEMMA 6.2: / f  l i m t - ~  r = 1 then the Orlicz sequence space gF is anti- 

Euclidean. 

Proof: Note first t ha t  ~F has cotype 2. Assume tha t  for some M and every n 

there exist opera tors  Sn: ~2n __~ ~F and Tn: t~F --~ g2 2n so tha t  TnSn is the  identi ty 

on ~2n, HSnl [ = 1 and I[T,~[I _< 1. 

For fixed n, we m a y  pick by induction an or thonormal  basis r162 ~2n w Jk=l so tha t  if 
[ r 2n v e tJ Jk=j+l then  IISnvlloo <_ ]lS~fjl]oo. Let Hn = [fk]k=n+l. Then  if v E H~, 

IIS~vllo~ <_ IISnfn+l]loo = an,  say. For fixed k E N we have ~ j e E  ISnfj(k)l < 
MIE] 1/2, when E C [n]. It  follows tha t  if Ek ---- {j E [n]: ISnfj(k)] > an}  then  

IEkl <_ M2an 2. But  then  

n 

- -1  2 - - 2  - -1  - -1  a n F  ( M  a n n ) <[[(~]Sfj l2)l /2l le~ 
j = l  

- -  v ' ~ -  

Hence 

F ( a n / v ~ )  ~ M2txn2n -1.  

�9 OO Now if Hn = [fJ] j=n+l,  then  ]lSnvll~ <__ an, for v E Hn. I t  follows from the 

equat ion above t ha t  as n --+ c~ we have lim an  = 0. Now let /A be a nontr ivial  

ultrafi l ter  on the na tu ra l  numbers .  Consider the  u l t raproduc t  ~ (~F) /C0 ,U(~F)  

and the closed subspace  thereof  Zu = Z/co,u (~F) where Z is the  set of sequences 

(Xn) with lim I]Xnlloo = 0. Then  Zu must  contain a complemented  Hilber t  space. 

However Z, as a Banach  lattice, is an abs t rac t  L-space. This  follows immedia te ly  

f rom L e m m a  6.1. Thus  we have a contradict ion.  | 

The  Orlicz space gF has a symmet r i c  basis and therefore every sequence of con- 

s tant  coefficient blocks is a complemented  uncondit ional  basic sequence. Each 

such sequence is equivalent  to the canonical basis in a modu la r  or Orl icz-Musielak 
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F sequence space @[Sn] of all sequences x such tha t  • j = l  s,(Ix(3)l) < oo where 

F,(t) = F(s t ) /F(s ) .  Conversely the canonical basis of every such modu la r  se- 

quence space fF[Sn] is equivalent a sequence of constant  coefficient blocks. If 

(sn) fails to converge to 0 then  (cf [19], Proposi t ion 3.a.5, p. 117) gF[s~] is iso- 

morphic  to gF. If l im~-~o sn = 0 then we can suppose tha t  (sn) is monotonical ly  

decreasing. 

Let us say tha t  F is m u l t i p l i e a t i v e l y  c o n v e x  o r  m - c o n v e x  if it satisfies the 

condit ion tha t  F(sOt 1-0) < F(s)OF(t) 1-e whenever 0 < s, t, 0 < 1. In this case 

it is clear tha t  �9 is concave and tha t  r is monotonical ly  decreasing. 

Now if F is m-convex and (sn) is a monotone  decreasing sequence it is easy 

to see t ha t  if a E Coo and (rk) is an increasing sequence of na tura l  numbers  so 

t ha t  rk > k for all k then II }-~,k~_ - ,  akcrklleF[~] >_ II Y~,k~~ aeklleF[,~]. Thus  there  

is a weak form of dominance for the canonical basis of gF[%]. Based on these 

observat ions  we can repeat  the a rguments  of Proposi t ions  5.4 and 5.5, which only 

require this weakened version, to obta in  the following: 

LEMMA 6.3: Suppose F is m-convex and that (sn) is sequence with 0 < sn <_ 1 

and Sn -l, O. The canonical basis (en) of  gF[s,~] is equivalent to its square  if  and 

only if  (e,,) is equivalent to (c2n), 

LEMMA 6.4: Suppose F is m-convex. Suppose (, n)n=l is a monotone decreasing 

sequence with 0 < sn <_ 1, and that (un) is a complemented normalized disjoint 
! O0 sequence in eF[.%]. Then there is a permutation rc of N and a sequence (Sn)n= 1 

" <_ sn and such that (u,~(n)) is equivalent to the unit vector basis satisfying 0 < s,~ 

of g r [ s ' ] .  If in addition lira sn = 0 we may suppose that ( s ' )  is also decreasing. 

Remark: If we take s~ = 1 for all n, we obtain  the fact tha t  every complemented  

block basis in gF is equivalent to a constant  coefficient block basic sequence. 

Proof: The  proof  is s tandard .  Suppose (u~) are the dual functionals and t ha t  
I! fn = lUnllU~l. Let  r n = m a X k c s u p p u , ~  S k. Pick s,~ so tha t  if 

An = {k: lun(k)lsk >_ s~} and Bn = {k: lun(k)lsk <_ s~} 

1 Then  (u,~) is equivalent to bo th  the  sequences then I l f n g A n l l l , l l f n e B , , l l l  ~ -~. 

(u,~eA~) and (UneB~). However, since r is monotone  decreasing then for k C An 

and a n y 0 < A <  l w e h a v e  

F(,~s,,lu,,(k)l) F(As~) 

F(snlun(k)l) <- F(s"----T' 
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This  implies t ha t  (UneAn) is dominated  by the unit  vector basis of fF[S~]. 

A similar a rgumen t  with B,~ gives tha t  (un) is equivalent to gF[S~]. 

To comple te  the proof, suppose s > 0 and observe tha t  I{n: s~ _> s}l _> 

I{n: r~ >_ s}l >_ I{n: s n''' _< r}l so tha t  we can pe rmute  (s~) to form a sequence 

( s ' )  with the desired propert ies.  II 

THEOREM 6.5: Suppose F is m-convex and limt-+oo ~b(t) = 1. Suppose Z is a 

complemented subspaee  o f @  with an unconditional basis equivalent to its square,  

and such that Z is not isomorphic to s Then Z has a unique unconditional basis. 

Proof'. In fact the given uncondit ional  basis is equivalent to the canonical basis 

of g~[s~] where sn $ 0 and (e~) is equivalent to (e>,). By Lemmas  6.2 and 6.4 and 

T h e o r e m  3.5 we see tha t  any other uncondit ional  basis is pe rmuta t ive ly  equivalent 

/ / < s n. B n t  to the unit  vector  basis of gy[S'] where s~ $ 0 is increasing and s n _ 

then, we can similarly find an integer N so tha t  the original basis is pe rmuta t ive ly  

equivalent to a complemented  disjoint sequence in the N-fold  produc t  of this 

basis. Thus  if (e,~) is the original basis there exists a pe rmuta t ion  rr so t h a t  

(e,~(,~)) is equivalent to the canonical basis of eF[s',+b_l/Xl ]. The  a rgument  of 

Proposi t ion  5.4 again establishes tha t  (e~(,~)) is equivalent to (c~). But  now the 

new basis is equivalent t o  (eNn) which is also equivalent to (e~). II 

We will specialize to consider functions of the form F(t)  ~ tPl log t[ -~ where 

p _> 1 and a > 0. More precisely let g(r) = m i n ( 1 , r  -1)  and let F p'a be the 

Orlicz function corresponding to r = p + ag, i.e. FP'~(t) = t p+~ for e -x < t < 1 

and FP'~(t) = e-P~tPl logtl  -~  for 0 < t _< e -1.  These functions are convex and 

n l - c o n v e x .  

Now suppose  s,~ $ 0. For each n E N let N~ be the greatest  index such 

tha t  sk _> e x p ( - 2 n ) ,  and let No = 0. Let En = {N~_~ + 1 <_ k <_ N~} and 

v~ = [ek: k c E~]. 

PROPOSITION 6.6: Suppose 1 < p < oo and a > 0 are fixed. Let F = F p'a. Then 

i f 0 < s n < _ l a n d s , ~ $ 0 ,  we have 

(~) e~[s~] = 6(v~) 
(2) There  is a constant C depending only on p, a, so that i f  z ~ V~, then 

c - l [ I x l l e c . n  ~ IlOOllgF[Sn] <_~ CIIxllgan �9 

(3) gy[S~] = gv as a sequence space if and only if  there is a constant K so that 

N,~ < exp(K2n) .  
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Proof: (1) Notice tha t  if k C E,~, then sup~>_llogsklr ) < g(2 n - l )  _< p +  

a2 - ( n - l ) .  Now by Lemma 6.1, if x E coo we have 

II(llE~xlleFtsoJ)llep+o~_l <_ Ilzlle~t~l -II(llE~lle~t,~l)lle, 

and by the Simons criterion [25] we obtain (1). 

(2) If k E En,  we have Fs~(t) <_ Fexp(-2-)(t) for 0 < t < 1. Conversely 

(/1:) Fexp(-2-)(t)  < exp g(7)dr F~k(t ) <_ eF~k(t ). 
g l / s k  

(3) If z C Vn then by Lemma 6.1 we have 

Ilxll%o=_<,~_,) _< IlxlleF[~l < Ilxlle, 

so tha t  if Nn - N,~-I _< N~ _< exp(K2  '~) each (ek)keE, is uniformly equivalent 
o N n  -- Nn  - 1 to the usual basis of ~p . Conversely note tha t  

Nn 

II ~ eklle~[,,,,l -< gln/(p§ 
k = l  

so tha t  the condit ion is also necessary. | 

We now give a general criterion for checking permutat ive  equivalence of two 

bases in these special Orticz modular  spaces. 

LEMMA 6.7: Suppose 1 < p < oc and a > 0 are fixed and let F = F p'a. Suppose 

' < 1 and ' $ O. Suppose the the canonical bases of ~F[S~] and 0 < S n l s n  S n , S n  

@[S'n] are permutatiyely equivalent. Then there is a constant K so that for 

every n _> 1 and k _> 2 we have 

I , -1 K ( l o g k ) - I  logsn+kl <_ I iogs,~1-1 + 

and 

Proof." 

D(n , k )  = 

[ logsn+k1-1 < I logs'~1-1 + K( logk)  -1. 

Let us define 

inf sup lleBIleF[~,,~l and D'(n ,k)  = 
I A l = n + k  BCA 

IBl=k 

inf sup lteBIleF[~, ]. 
I A l = n + k  BCA 

IBl=k 
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Then there is a constant C so that for all n, k we have C-1D(n, k) <_ D'(n, k) <_ 

CD(n, k). Notice however that 

D(n, k) = II 

and hence, if Tj = log 1/sj, 

n+k 

j=n+l 

k 1/(p+ag(~n+k)) <_ D(n, k) <_ k 1/(p+ag(Tn)) 

and similarly for D'(n, k). It follows that 

log k log k 
< log C + 

19 + ag(Tn+k) -- p + a9(~-�88 

and this combined with a similar inequality with roles reversed gives the result. 

| 

PROPOSITION 6.8: Suppose 0 < Sn <_ 1 and Sn $ O. The canonical basis of 

gF[Sn] is equivalent to its square if and only if there exists l >_ 1 so that Nn+, + 

exp(2 n+l) >_ 2N,~ for all n >_ 1. 

Proof'. From the preceding lemma, we obtain that if the canonical basis is 

equivalent to its square then 

log ] logs2~] _< log I logsn ] + K(logn)  -a 

for some constant K, Now suppose Nn+z + exp(2 n+l) <_ 2Nn. Then logNn > 

2 "+z - log2 > 2 n+z-1 and hence 

[ 1OgSN,~[ -1 < ] logS2N,,[ -1 + 2K2- '~-z < (1 + 2 K ) 2  -n-z .  

Thus 2 -n-1  < (1 + 2K)2 -n-z  so that l _< log2(2 + 4K). This implies the given 

criterion. 

For the converse, notice that  since the standard gp-basis is equivalent to some 

subsequence of the given basis, the canonical basis is equivalent to the canonical 

basis of a space gF[s~] where N~ = Nn + [exp2~]. It is then clear that for some 

fixed t we have N~+ t <_ 2N~. This in turn implies that I logs~l  < Kllogs'~l for 

some constant K. But then F~;~ (t) < KaF~, (t) for 0 < t < 1 whence the result. 

| 
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THEOREM 6.9: Suppose a > 0 and let F( t )  ~ t I logt[ - a  for t near zero. Let Z 

be a complemented subspace of 6F with an unconditional basis (un). Suppose Z 

is not isomorphic to 6F. Then: 

(1) I f  (u , )  is equivalent to its square then Z has a unique unconditional basis. 

(2) If  every complemented subspace of Z with an unconditional basis also has 

a unique unconditional basis then Z is isomorphic to 61. 

Remark: By combining Proposi t ions  6.6 and 6.8, it is clear t ha t  we can find (sn) 

with s,~ $ 0, so tha t  the canonical basis is equivalent to its square, but  6F[sn] is 

not isomorphic  to 61. Thus  Theorem 6.9 answers Problem 11.2 of [3] negatively. 

Proof: (1) has already been proved above; it is a special case of Theorem 6.5. For 

(2) we consider F = F 1'" and a sequence 0 < s ,  < 1 with sn $1 .  Let Nn, E ,  and 

Vn be defined as before and let Mn = Nn - Nn-1. We may  suppose,  wi thout  loss 

of generality, t ha t  sk = e x p ( - 2  ~) when Nn-1  < k < Nn, by applying Propos i t ion  

6.6 (2). Assume tha t  every subsequence of the canonical basis of 6FISh] spans  a 

space with a unique uncondit ional  basis. 

Let Pn ---- [V/-Mn]. We use a result  of [15] that ,  since the given basis of each 

Vn is symmet r ic ,  there is an uncondit ional  basis (uk)k~E, of each Vn uniformly 

equivalent  to the direct sum of Mn - Pn members  of the given basis and Pn 

cons tant  coefficient vectors of length PT~. 

Now if 24" is any infinite subset  of N we can consider the basis (uk)kCE,.,n~:r of 

the  subspace  [ek]keE .... e~r This  is equivalent to the canonical basis of the  space 
/ ! 

6F[(Sk)k~En,nCAr ] where s k = sk for Nn-1  + 1 < k < N,~ - PT~ and s~. = p~sk for 

Nn - Pn + 1 < lc < Nu where F(p,~sk) = P~lF(sk) .  Clearly p,  <_ P~ (1+~)-~. 

Now assume tha t  6F[s~] is not isomorphic to 61. Then  2 - n l o g M ~  is 

unbounded.  We then  choose Af = {nl,  n 2 , . . .  } inductively so tha t  p,~jexp(2 - '~j) 

>__ exp(2 - " j + l )  for j = 1 , 2 , . . .  and tha t  2 -n j  log Mj is unbounded.  Then  the 

S t sequence ( k)keE,~,neH is already in decreasing order and the corresponding ba- 

sis is equivalent  to tha t  for (Sk)k~E,,~e:r L e m m a  6.7 can now be used again to 

show tha t  for some constant  K we have tha t  for n EAf ,  

2 - n  < ([logpn[ + 2 n )  - '  +K( logPn)  -1. 

Since I 1Ogpnl >_ (1 + a) -1 logPn this implies tha t  

log Pn <_ K '2~ 

for some K'.  Thus  log M~ ~ 3 K ' 2  ~ for n E Af and we have a contradiction.  | 
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Remark: This theorem can be proved for wider range of Orlicz functions. Specif- 

ically a proof along the same lines can be given if r decreases monotonically, CP 

is eventually monotone increasing, r  1 = O((logr)  -1) and ~-(r - 1) is 

eventually increasing. 

Finally let us notice it is also possible to give a super-reflexive version. 

THEOREM 6.10: Let F(t)  ~ t21 logt1-1 fort  near zero. Let Z be a complemented 

subspace of ~F with an unconditional basis (Un). Suppose Z is not isomorphic to 

gF. Then: 

(1) / f  (Un) is equivalent to its square then Z has a unique unconditional basis. 

(2) I f  every complemented subspace of Z with an unconditional basis also has 

a unique unconditional basis then Z is isomorphic to 62. 

Proof: The proof of (2) is identical to the proof given above. For (1), we need 

a result analogous to Theorem 6.5. An inspection of the proof reveals that it is 

only necessary to show that every complemented unconditional basic sequence 

is equivalent to a sequence of constant coefficient blocks. It suffices to prove the 

same result in ~ = t~c where G(t) ~ t2[ logt I. But every unconditional basic 

sequence in t~c is equivalent to sequence of constant coefficient blocks [6]. II 

Remark: In fact in the dual space gc the results hold for any subspace with an 

unconditional basis (even if uncomplemented). 

It may also be shown that the theorem is valid for F(t)  ~ t2[ log tl -a  where 

a > 1. This requires a complex interpolation technique which we will not expound 

here. 
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